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Abstract—Automatic image registration is still an actual chal-
lenge in several fields. Although several methods for automatic
image registration have been proposed in the last few years, it
is still far from a broad use in several applications, such as in
remote sensing. In this paper, a method for automatic image reg-
istration through histogram-based image segmentation (HAIRIS)
is proposed. This new approach mainly consists in combining
several segmentations of the pair of images to be registered,
according to a relaxation parameter on the histogram modes de-
lineation (which itself is a new approach), followed by a consistent
characterization of the extracted objects—through the objects
area, ratio between the axis of the adjust ellipse, perimeter and
fractal dimension—and a robust statistical based procedure for
objects matching. The application of the proposed methodology is
illustrated to simulated rotation and translation. The first dataset
consists in a photograph and a rotated and shifted version of the
same photograph, with different levels of added noise. It was also
applied to a pair of satellite images with different spectral content
and simulated translation, and to real remote sensing examples
comprising different viewing angles, different acquisition dates
and different sensors. An accuracy below 1 for rotation and at
the subpixel level for translation were obtained, for the most part
of the considered situations. HAIRIS allows for the registration of
pairs of images (multitemporal and multisensor) with differences
in rotation and translation, with small differences in the spectral
content, leading to a subpixel accuracy.

Index Terms—Histogram, image registration, image segmenta-
tion, matching, Wiener filtering.

I. INTRODUCTION

A UTOMATIC image registration (AIR) is still a present
challenge regarding image processing related applica-

tions. Reviews concerning image registration methods can be
found in [3] and [45]. Remote sensing applications is one of
the fields where further research on AIR methods is required.
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Under this scope, there are particular difficulties so that AIR
methods suitable for many computer vision applications will
present limited performance.

The rigid-body model under the scope of automatic image
registration methods is still a present subject of research [22],
in particular under the scope of remote sensing applications [2],
[40]. The problem of registering remote sensing images can
roughly be locally seen as the determination of translations and
a small rotation. Under the scope of computer vision applica-
tions, the rigid-body transformation may seem a simple problem
to solve with many existing methods. However, under the scope
of remote sensing applications, one of the major problems is
related to the radiometric content (due to multisensor or multi-
spectral pairs of images). Moreover, scale is frequently known,
as most satellite images are provided with sufficiently accurate
scale information, being the exception aerial photographs when
the aircraft is flying across a region with significant differences
in the terrain elevation. Similar comments may be applicable
regarding differences in the view-angle, as satellite images are
roughly acquired at an altitude of 600 km, being the affine or
homography mostly required for aerial photographs under the
circumstances previously mentioned for aerial photographs.

Over the last 30 years, a large amount of articles has been pub-
lished regarding the topic image segmentation, either related to
methods themselves or their application to several fields such as
medicine, remote sensing, among others [10], [32], [33], [38],
[43]. However, image segmentation (IS) is still an actual field of
research, regarding automatic methods of image processing. IS
is generally defined as the process that partitions an image into
regions, each of them fulfilling a given criteria, which can be
from the image domain and/or feature space. From image seg-
mentation methods, we expect the extraction of a set of objects
present on an image, as we visually detect them. In other words,
it is expected that a segmentation method acts as artifical in-
telligence on the identification of objects on a scene. However,
the objective of the segmentation may be quite subjective, de-
pending upon the detail and features we are expecting. For in-
stance, on the segmentation of an image of a human body, one
may be interested in delineating the whole body as a single ob-
ject, or its constituent parts, which may become itself quite sub-
jective. Regarding remote sensing applications, this aspect may
become even more complex [28].

Image segmentation comprises a wide variety of methods
[8], [33], either for monochrome or color images (or to a single
or multiple bands of satellite images). It can be employed
to image or video applications, in the latter to each frame
individually. Most image segmentation methods can be classi-
fied according to their nature: histogram thresholding, feature
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space clustering, region-based approaches, edge detection
approaches, fuzzy approaches, neural networks, physics-based
approaches and any combination of these [8]. Any of these
generally intends to transform any image to a binary image:
objects and background.

Regarding histogram thresholding, several methods have
been reported. Typically, an histogram-based image segmen-
tation comprises three stages: recognizing the modes of the
histogram, finding the valleys between the identified modes and
finally apply thresholds to the image based upon the valleys [7].
Some works published in this field cover the peaks detection
on the histogram curve based upon homogeneity criteria [7],
propose recursive thresholding techniques based upon discrim-
inant analysis [9], maximum correlation criterion for bilevel
thresholding [42], entropy-based [5], [21], using fuzzy sets
[41], among several others.

Traditionally, this class of methods look for a peak (mode
or local modes) which is associated to an homogeneous region
clearly visible on an image. Most of the known methods are
devoted to unimodal, bimodal or multimodal histogram distri-
butions, where it is assumed that each mode correspond to a
certain class of objects. However, these are not appropriate for
other applications such as remote sensing, where such distinc-
tion is not so evident after a simple visual inspection. Fuzzy
-means (FCM) and hard -mean (HCM) account for the pres-

ence of different classes of objects on an image [34]. How-
ever, these fuzzy-based methods require a priori information,
in particular the need for a previous definition of the number
of clusters. Furthermore, the presented results illustrate its ab-
bility in delineating very large regions, which is not sufficient
for applications such as automatic image registration requiring
several “control points.” Despite a multimodal gray-level his-
togram modelling and decomposition has also been reported [4],
once again the focus relies on the most prominent modes, ig-
noring the remaining parts of the histogram. Although a work
which adresses the segmentation of bright targets using wavelets
and adaptive thresholding has been reported, in practice it is a
method which mainly look for a mode on a bimodal distribution
[44].

The use of image segmentation as a step in image registra-
tion had been scarcely explored [12], [18], [24]. The work by
Liang et al. [24] is able to handle with a rigid-body transfor-
mation, comprising a new region-based similarity measure ap-
plied to the segmentation obtained by a multiscale segmenta-
tion algorithm, followed by the Powell direction set optimiza-
tion method to find the peak on a similarity surface. The given
examples do not include additive noise neither remote sensing
images, which are widely known to be associated with partic-
ular difficulties in the registration process. Furthermore, it is
based upon a search approach and consequently being compu-
tationally expensive. The work from Goshtasby et al. presents
as major contribution a region refinement procedure so that op-
timally similar corresponding regions are obtained. As in [24],
the images content presented in [18] are more prone to lead to
a clearer segmentation result, since the MSS and TMS images
presented exhibit a quite good contrast leading to a much sim-
pler segmentation and consequent registration. Additionally, the
simulated noise in [18] is quite smooth, as can be observed by

larger regions in some examples which are not affected even by
the larger levels of noise. The work by Dare and Dowman [12] is
another example where image segmentation is used as a step in
image registration. Although the authors state that their method
is fully automatic, in practice it requires an initial manual align-
ment, in order to remove gross differences in scale and rotation
[12]. Moreover, the proposed segmentation methods are more
adequate to images containing sufficiently large and homoge-
neous objects (such as large water bodies), presenting limited
performance for other datasets such as satellite images in urban
context.

In this paper, a method for automatic image registration
through histogram-based image segmentation (HAIRIS) is
proposed, which allows for a more detailed histogram-based
segmentation, rather than the traditional methods, and con-
sequently to an accurate image registration. HAIRIS is able
to estimate the rotation and/or translation between two im-
ages—which may be multitemporal or multisensor—with
small differences in the spectral content.

II. HAIRIS DESCRIPTION

Finding the relationship between two coordinate systems
using pairs of measurements of the coordinates of a number of
points in both systems is a classic photogrammetric task [19].
The transformation between two Cartesian coordinate systems
can be thought of as the result of a rigid-body motion and can,
thus, be decomposed into a rotation and a translation [19].

Suppose that we have a pair of images in the same scale (same
pixel size with respect to the scene), and the existence of a trans-
lation and/or rotation difference between the two images, where
one of them is “static” (image 1) and the other (image 2) is to be
registered onto the “static” image. Assuming that are the
coordinates of the “static” image and are the (Pixel,Line)
pair of the image to be registered. The transformation may be
written as [3]:

(1)

where the origin is considered to be the upper left corner of the
“static” image, is the orientation difference, and is the
shift between the two images. The proposed methodology of au-
tomatic image registration is schematicaly represented in Fig. 1.
It begins with a preprocessing stage in order to reduce unneces-
sary detail on the images content, important for the subsequent
histogram-based image segmentation phase (which includes a
relaxation parameter ). The objects extracted from the segmen-
tation stage are characterized and matched according to some re-
lated properties, which finally allows for the statistically-based
rotation and translation parameters estimation. In the following,
the several steps involved in HAIRIS are explained, where the
main objective is to estimate , , and .

A. Preprocessing

Too much detail on the pixel domain may lead to undesir-
able segmentation results. Therefore, it is advisable an image
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Fig. 1. Flowchart of the main steps of HAIRIS.

enhancement step prior further processing. By image enhance-
ment (which is itself a largely subjective process), it is intended
to obtain an image with less detail than the original version,
nearest to the “object” identification which is performed by the
human eye. Although typically more mathematical and com-
plex, restoration algorithms may provide the exploitation of the
detailed characteristics of an image and its degradation [25].
Despite the main purpose of image restoration methods is to
model and remove the degradation, these methods may also be
used with other purposes. Since with image segmentation it is
intended to extract objects (in particular their boundaries), one
may view the image objects which have some texture as a kind
of degradation. Therefore, it is intended to remove that degra-
dation, which is assumed to be additive random noise.

The Wiener filter [25] is one of the most used filters under
the scope of image restoration methods [17]. However, it may
also be used for image enhancement, with the aim of reducing
the detail on an image, since it is typically a lowpass filter and

consequently induces a significant blurring effect. Its frequency
response is given by

(2)

where stands for the original image power spectra
and for the additive random noise power spectra.
Although one might be interested in inducing some blur-
ring on the image, the use of a fixed (space-invariant) filter
throughout the image may decrease the clearness of the ob-
jects boundaries. Therefore, an adaptive image restoration
is required. A “pixel-by-pixel processing” approach may
become quite computationally expensive, in opposition to
a “subimage-by-subimage processing” where we divide the
image into a certain number of tiles. The latter is typically
considered for subimages with size between 8 8 and 32
32 pixels [25]. However, since the objective of the Wiener filter
employment is different from restoration, it is advisable to con-
sider the conservative smallest possible square tile (beyond a
single pixel) size of 3 3 pixels. Although this latter approach
might induce the so-called “blocking effect,” it may be ignored
for images with low SNR.

Recalling the additive random noise, we generally have no
a priori information, which may be overcome by considering
measured features such as the local variance, providing the de-
termination of the presence of significant high-frequency de-
tails. Since we are interested in delineating the objects bound-
aries, an edge-sensitive adaptive image restoration version of
the Wiener filter [25] is adequate. This method is based upon
the idea of reducing more noise near edges without additional
edge blurring through a cascade of 1-D adaptive filters. Let

represent a 1-D (space variant) filter, where
is four and represents the four directions corresponding to the

angles of 0 , 45 , 90 , and 135 . Then, these operators are se-
quentally applied, which lead to an improvement over the per-
formance of some 2-D adaptive restoration algorithms, and to
typically less computational requirements [25].

Additionally, in order to overcome significant differences be-
tween the histograms of the images to be registered, an his-
togram equalization of image 2 using the histogram counts of
image 1 is performed, prior to the application of the Wiener
filter. In this way, the Wiener filtering on image 2 allows both for
the reduction of the image detail, as well as to the smoothing of
the histogram, which becomes spiky due to the histogram equal-
ization step.

B. Histogram-Based Segmentation: Mode Delineation and
Image Segmentation

The method used for mode delineation is based upon the anal-
ysis of the consecutive slopes of the histogram. Let be the
image histogram counts, and

(3)
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Fig. 2. (a) Histogram of the image presented in Fig. 4(a), where the different superimposed symbols represent the seven identified modes. (b) Slopes sequence
(on the left) corresponding to the histogram in (a), before (upper plots) and after (lower plots) the application of the low-pass filter represented in (c), and their
representation in the frequency domain (on the right). The limits (horizontal dashed lines) superimposed on the filtered slopes sequence correspond to the 99%
confidence interval (further details in the text). (c) Frequency response of the low-pass filter applied to the original slopes sequence in (b).

the sequence of the consecutive slopes, where is the
number of histogram levels ( for an 8-b image). The
idea behind this approach is to choose an adequate threshold for
considering whether or not one is in the presence of a mode,
which is characterized by a significant increase and/or decrease
on the slopes sequence. As illustrated by the example in Fig. 2,
a mode is characterized by extreme positive and negative values

of the slopes sequence. Therefore, one obvious and functional
solution for delineating a mode is to obtain a confidence interval
for the slopes sequence, where the presence of a mode is de-
tected by the slopes which are outside the 99% confidence in-
terval [Fig. 2(b)]. The t-Student based confidence interval for
the mean is adequate for the most common 8-b images, since
it corresponds to 256 points which is sufficiently higher than
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the common advisable minimum of 30 points [13]. In order to
achieve a robust detection through the statistical approach of the
confidence interval, a preprocessing of the slopes is required,
in order to smooth the slopes sequence irregularity outside the
presence of a mode [Fig. 2(b)], which may induce the detec-
tion of false modes. This preprocessing is performed through
a second-order low-pass Butterworth filter, with a normalized
cutoff frequency at 0.25, which frequency response is repre-
sented in Fig. 2(c).

In Fig. 2, the histogram of the image in Fig. 4(a) is shown,
where roughly seven modes are visible. Also in the same figure,
the consecutive slopes of the histogram are shown, where each
global transition from positive slopes to negative slopes is asso-
ciated to a mode on the histogram.

A relaxation parameter is considered on the mode delin-
eation, which in theory is a continuous parameter, defined on the
space [0,1], and has to pass through a discretization process in
practice. The inclusion of this parameter leads to the obtention
of several different segmentation results, which allows for the
subsequent stages of the proposed methodology to be more ro-
bust. Furthermore, for situations where only a single and sharp
mode is detected on the histogram, the inclusion of this param-
eter reveals to be of great importance, as illustrated in Section III
for the satellite images pair. The relaxation parameter cor-
responds to the proportion of the height of the histogram—con-
sidered to correspond to the highest mode—for which below
this value, the mode is to be considered as a “flat” region. In
this way, the method becomes much more useful and adaptable
to a large variety of situations. The common methods of merely
identifying a mode, correspond to selecting the null value for .

Once the modes and “flat” regions are identified for each
value of , the image may be segmented considering each in-
terval (either a mode or a flat region) as a class. Then, for each
class, those pixels which are 4-connected are considering as be-
longing to the same object, resulting in the final segmentation
of the image.

In some cases, a significant amount of no data ( or
for unsigned 8-b images) may be present, which can

mask in some way the histogram shape. Therefore, those corre-
sponding pixels should be discarded prior to the representation
of the image histogram.

C. Characterization of the Extracted Objects

The extracted objects at the segmentation stage are character-
ized by four attributes which allow for their adequate morpho-
logical description: area , perimeter , axis ratio

and fractal dimension .
The attribute area is merely obtained by the number of

pixels which form an object, whereas the perimeter is
obtained by calculating the distance between each adjoining pair
of pixels around the border of the region. These two attributes
allow for the evaluation of an object with respect to its size and
compactness, respectively.

The major axis length corresponds to the major axis length of
the ellipse that has the same normalized second central moments
as the object, from which it may be also obtained the minor axis
length. The ratio between the major and the minor axis length
lead to the attribute (axis ratio). The attribute allows

for the characterization of the object according to its narrow or
wide nature.

Althoug the three previously described measures comprises
the most general aspects of an object characterization, several
uncertainties would still persist on the objects matching stage.
Therefore, there is the need for considering a complementary
attribute which considers the particular complexity nature of an
object shape: the fractal dimension. Fractal dimension is one
among several notions of dimension proposed by mathemati-
cians. In this work, the box-counting dimension —one of
the special forms of Mandelbrot’s fractal dimension—was the
considered fractal dimension [27]. It generally consists on the
slope of a straight line, fitted to a scatter plot with
and on the vertical and horizontal axis, respectively,
where is the mesh size of the grid overlaid on the object and

is the number of grid boxes which contain pixels of the object.
The four previously described attributes are used for the later

stage of objects matching. These four attributes are expected to
be similar for corresponding objects. As stated at the beggining
of HAIRIS description, it is assumed that the pair of images
differ with respect to rotation and translation ( and ).
Therefore, in order to allow for the registration of the pair of
images, there is the need to have an orientation and positioning
indicators. Regarding orientation, for each extracted object, the
angle between the x-axis and the major axis of the ellipse that
has the same second-moments as the object is stored. With re-
spect to translation, the centroid of each object (the center of
mass of the object) is also stored.

D. Matching

The matching step begins with the evaluation of a cost func-
tion, between every possible two-by-two combination of objects
obtained by the segmentation of the two images, for every pos-
sible combination of the values considered for both images.
This leads to a matrix with rows and columns, where
and correspond to the number of extracted objects from im-
ages 1 and 2, respectively. The cost function , evaluated for
the values of the properties of the objects from images 1 and 2,
is defined as follows:

(4)

where , , and are the average of each prop-
erty for images 1 and 2 values. With defined in this manner,
it allows for a normalized sum of the considered properties, and
consequently to the sum of them.

Then, the values are represented in the form of boxplots,
with the image which led to the lower number of segmented
objects corresponding to the horizontal (“categorical”) axis. A
valid matching between two objects should lead to the lower
values of , sufficiently far from the majority. This can be sta-
tistically evaluated through the outlier detection criterion used
in the boxplots representation, where a point is considered an
outlier (regarding the smaller values) if it is smaller than

, where and are the first and third quar-
tiles, respectively [15]. Although is typically considered as
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Fig. 3. Segment of the images shown in Fig. 7, where (a) corresponds to band
1 and (b) to band 2 with the simulated shift. Superimposed (in white) are the
boundaries of two objects obtained from the segmentation stage, which have
been matched. The attributes values from the object
in (a) are (1759, 2.66, 647.7, 1.12) and from the object in (b) are (1685, 2.67,
555.2, 1.09).

1.5, in this step the more flexible value of 1 is required (also
commonly used in practice), in order to reduce the loss of even-
tual matching candidates. This procedure of outlier detection is
applied to each object of the image in the horizontal axis. Fig. 3
illustrates an example of two regions which have been matched,
and the values of the four attributes.

E. Rotation Estimation:

The rotation and translation are determined on a statistical
basis. Given the set of matching objects candidates, the his-
togram of the extracted objects orientation differences is repre-
sented. This allows for the detection of a modal class, restricting
the set of possible values for rotation. Then, among these ro-
tation candidates, a robust strategy of finding is performed,
through considering the frequencies of the rotation candidates,
and finding the rotation value which absolute frequency corre-
sponds to the higher outlier, according to the procedure of box-
plot outliers detection previously described. This procedure lead
to a robust estimation of .

F. Translation Estimation:

Once is obtained, only the initial matching candidates which
correspond to the obtained rotation are considered. Then, a sim-

Fig. 4. (a) 8-b image with size 768 512 pixels, extracted from a larger scene
acquired by a digital camera. (b) Image extracted from the same larger scene as
(a), with a shift of 60 and 40 pixels on the horizontal and vertical axis, respec-
tively, followed by a rotation of .

ilar procedure as that followed in the rotation estimation is con-
sidered for obtaining and . This statistically based proce-
dure also leads to a robust estimation of and , as illustrated
in the following section.

III. APPLICATION OF HAIRIS

In this section, the assessment of HAIRIS performance is per-
formed in the following situations: simulated rotation and trans-
lation, the same simulated rotation and translation with different
levels of Gaussian white noise added to the image to be reg-
istered, as well as in simulated and real examples of remote
sensing applications. For each image, the values considered for
parameter ranged from 0% to 100%, through steps of 20%,
10%, and 5%, in order to allow for a sensitivity analysis of the
parameter . The results were obtained on a computer with an
Intel Core 2 6400 2.13 GHz processor and 2.0 Gbytes of phys-
ical memory, using MATLAB Release 2009b.

A. Simulated Rotation and Translation

An 8-b image with size 768 512 pixels, acquired by a dig-
ital camera was considered for the illustration of HAIRIS appli-
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TABLE I
VALUES OF , AND (AND ASSOCIATED COMPUTATIONAL TIME) OBTAINED THROUGH HAIRIS APPLICATION IN THE REGISTRATION OF THE

EXAMPLES DESCRIBED IN SECTIONS III-A, III-B AND III-C, FOR IN STEPS OF 20%, 10%, AND 5%. REFERENCE VALUES FOR III-A AND
III-B ARE (30 , 252.0, 292.7). REFERENCE VALUES FOR PAIRS 1, 2, AND 3 OF III-C ARE RESPECTIVELY (0 , 60, 40), AND

. EXCLUDING THE TIME ASSOCIATED TO THE SEGMENTATION OF THE REFERENCE IMAGE ALREADY PERFORMED FOR III-A

cation [Fig. 4(a)]. In order to have a known basis for the evalu-
ation of HAIRIS performance, a translation of 60 and 40 pixels
on the horizontal and vertical axis, respectively, followed by a
rotation of were simulated [Fig. 4(b)]. As illustrated in
the Appendix, when the rotated image is rotated backward by
the same angle , there is an additional translation effect on the
image, where and . There-
fore, the values of and the method should achieve are 252.0
and 292.7, respectively.

After the application of HAIRIS, we have obtained the cor-
rect value for for the three considered resolutions of (20%,
10%, and 5%), and also a subpixel accuracy for the same three
considered resolutions regarding and (Table I).

B. Simulated Rotation and Translation With Added Noise

In order to evaluate the robustness of HAIRIS in the presence
of noise, several noise levels were considered, through the sim-
ulation of Gaussian white noise added to the uncorrected image
considered in the previous subsection [Fig. 4(b)]. Given that the
standard deviation of the image in Fig. 4(b) is 45 (excluding the
background area induced by the simulated rotation), Gaussian
white noise with standard deviation of 10%, 20%, 50%, and
100% of the image standard deviation were simulated (Fig. 5).
The obtained values for , and through HAIRIS for the
four considered noise levels are presented in Table I. HAIRIS
has correctly estimated the rotation value (with the exception of
a small error in one situation, Table I), estimated at the sub-
pixel value with an error of less than 0.5 pixels for practically all
situations, and to a smaller extent but still accurately estimated

, for the three considered resolutions of (Table I). The regis-

tration of the image with a noise level of 50% for an resolution
of 10% is illustrated in Fig. 6.

C. Remote Sensing Examples: Simulated and Real Situations

The first remote sensing example consists on a pair of
satellite images with size 512 512 pixels of the northwest
region of Portugal, acquired from the sensor Landsat/ETM+
(Fig. 7). The first was obtained from selecting a part of a
larger scene from band 1 (0.45–0.515 ), whereas the second
image was obtained from the same larger scene from band 2
(0.525–0.605 ), with a known shift of 60 and 40 pixels, on
the horizontal and vertical axis, respectively. From the results
presented in Table I, it can be seen that HAIRIS correctly
estimated , and led to an accuracy higher than 0.30 pixels
(subpixel level), for both and .

The second example consists on a segment of 512 512
pixels of the green band of an aerial photograph of the northwest
region of Portugal (with an initial spatial resolution of 0.5 m re-
sampled to 2.5 m), and on a segment of 512 512 pixels of
a panchromatic image from the same region, acquired by the
sensor ALOS-PRISM image (Fig. 8), with an initial approxi-
mate geometric correction part of the product (with a spatial
resolution of 2.5 m). The displacement between these two im-
ages was manually obtained, through the identification of six
conjugate points, leading to a null difference in rotation and to a
difference of 3.88 pixels and 0.39 pixels on the horizontal and
vertical axis, respectively. Also in this example, HAIRIS has
correctly estimated , leading to a subpixel accuracy for both
and (Table I).

The third example consists on a segment with 512 512
pixels of the green band of an orthophotograph covering part
of the city of Porto (with an initial spatial resolution of 0.5 m
resampled to 1 m), and on a segment with 512 512 pixels of



GONÇALVES et al.: HAIRIS: A METHOD FOR AUTOMATIC IMAGE REGISTRATION 783

Fig. 5. Image represented in Fig. 4(b), after the addition of white Gaussian noise with equal to (a) 10%, (b) 20%, (c) 50%, and (d) 100% of the image standard
deviation.

a panchromatic image from the same region, acquired by the
sensor IKONOS (Fig. 9), with an initial approximate geometric
correction part of the product (with a spatial resolution of 1 m).
The temporal difference between these images is around one
year, where significant changes such as new buildings (left part
of the image) can be observed during this period. Additionally,
beyond the difference between the sensors, it can be clearly seen
the effect of different viewing angles (IKONOS image was ac-
quired at a viewing angle of around 20 ), which is associated
to significant shadow effects (Fig. 9). All these differences in
this pair of images makes this example a quite difficult pair
to register (Fig. 9). The displacement between these two im-
ages was manually obtained, through a difficult identification of
six conjugate points. The horizontal shifts between these con-
jugate points ranged between 16.25 and 23.25 (average of

20.75 and standard deviation of 2.77), whereas the vertical
shifts ranged between 2.25 and 4.25 (average of 3.38 and
standard deviation of 0.70). These differences are explained by
the set of significant differences previously mentioned. Through
the least squares method a null rotation was found between this
pair of images and considering the six identified conjungate
points. Also in this example, HAIRIS led to acceptable results

considering the average and standard deviation of the reference
values, despite all the difficulties contained in this pair of im-
ages (Table I).

D. Comparison of HAIRIS With Other Methods

In order to establish a baseline for comparison of HAIRIS
with other AIR methods, two popular methods of AIR have
been considered: scale invariant feature transform (SIFT) [26]
and a contour-based approach [14], [23]. Since the former
method (implementation of the author) provides a set of con-
jugate points, the parameters , and were estimated
through the least squares method [29] (once redundancy is
guaranteed) and according to (1). We considered the distance
ratio equal to 0.6, as the value 0.8 suggested in [26] led to
worst results in both photographs and remote sensing images.
The implementation of the later method allows for considering
the RST transformation (and not merely RT), and the default
parameters have been considered. The results obtained from
applying these two methods to the previously considered pairs
of images are presented in Table II, including the associated
computational time.
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Fig. 6. (a) Registration of the original image in Fig. 4(a) with the simulated
rotation and translation version with added noise at the level of 50% [Fig. 5(c)],
for an resolution of 10%. (b) Histogram of the original image in Fig. 4(a).
(c) Histogram of the image in Fig. 5(c), ommiting to allow for the
visualization of the remaining histogram.

It can be observed that HAIRIS generally outperformed SIFT
and the countour-based approach, in particular for the remote
sensing examples. Although SIFT is a powerful method under
the scope of computer vision applications, its performance is
quite limited for remote sensing images [30], [39]. Furthermore,
its dependence upon the parameter associated to the ratio of
distances is an undesirable property under the scope of fully
AIR methods [26]. The contour-based approach [14], [23] ex-
hibited in general the worst performance. Although it is a quite
fast method, it is not able to lead with more complex situations
such as significant presence of noise or multisensor pairs of im-
ages (Table II), whereas HAIRIS had accurately registered these
complex pairs of images (Table I). Although higher computa-
tional times were associated with HAIRIS (mainly related to the
segmentation stage), it is worth to mention that we implemented
HAIRIS in MATLAB (the contour-based approach implemen-
tation is based upon C++ which is faster) and the code is far
from being optimized, since several outputs are produced given
the experimental state of the method. Moreover, it showed to be
able to register pairs of images covering a wide range of situa-
tions (multitemporal, multisensor, and in the presence of noise).

IV. DISCUSSION AND CONCLUSION

A large variety of automatic image registration methods can
be found in [3] and [45]. In several applications, the registration
model only assumes rotation and translation [22], where the reg-
istration of satellite images is an example [2], [40]. In this paper,
a new approach for automatic image registration through his-
togram-based image segmentation (HAIRIS) is proposed, with

Fig. 7. (a) 8-b image with size 512 512 pixels, extracted from band 1 of
a larger scene acquired by the sensor ETM+ from Landsat 7 satellite. (b) 8-b
image with size 512 512 pixels, extracted from band 2 of the same larger
scene as (a), with a shift of 60 and 40 pixels on the horizontal and vertical axis,
respectively. The presented images were contrast stretched in order to allow for
a better visualization.

clear advantages by joining these two main areas of image pro-
cessing. Since HAIRIS does not require any search interval ei-
ther for rotation or translation, it is a fully automatic procedure.

With the filtering step—an important preprocessing stage of
the proposed methodology—the objective is to transform the
original image in order to take advantage of the psychophys-
ical aspects of the human visual system. The Wiener filter is
one of the solutions among several other possible alternatives.
The proposed Wiener filtering, although with its associated dis-
advantages, showed to be adequate for the variety of examples
considered in this manuscript. The only parameter associated to
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Fig. 8. (a) Green band of an aerial photograph with size 512 512 pixels (with
spatial resolution of 2.5 m). (b) Panchromatic 8-b image with size 512 512
pixels (with spatial resolution of 2.5 m), extracted from a larger scene acquired
by the ALOS-PRISM sensor of the same larger scene as (a), with a shift of about
3.88 and 0.39 pixels on the horizontal and vertical axis, respectively, obtained
through the average of six conjugate points manually identified.

the proposed Wiener filtering is the size of the local neighbor-
hood, where our choice revealed to be adequate for a consid-
erable variety of examples. Althgouh adaptive restoration algo-
rithms require considerably more computation than nonadaptive
algorithms, they often perform better than nonadaptive restora-
tion algorithms.

Several other filters had also been tested, from different filter
categories. The median filter, one of the most used filters, pro-
duces a blurred version of an original image. As a consequence,
beyond the intended detail reduction, the distinction between
objects on the image is sometimes lost, since it induces a sig-
nificant smoothing on the entire image, including the objects
limits. We have also exhaustively tested the application of the

Fig. 9. (a) Green band of an orthophoto with size 512 512 pixels (with spatial
resolution of 1 m). (b) Panchromatic 8-b image with size 512 512 pixels (with
spatial resolution of 1 m), extracted from a larger scene acquired by the IKONOS
sensor of the same larger scene as (a), with a shift of about and

pixels on the horizontal and vertical axis, respectively, obtained
through the average of six conjugate points manually identified.

anisotropic diffusion for the considered examples [35]. How-
ever, anisotropic diffusion showed to be sensitive to the param-
eters choice (conduction coefficient, number of iterations and
function generating the scale-space). In particular, it was not
possible to find a set of parameters (or a clear rule) which would
be adequate for all the considered examples. As HAIRIS is a
fully automatic image registration method, it is not compatible
with a preprocessing step sensitive to a wrong selection of pa-
rameters. The use of other methods, such as wavelets, have not
been considered given their even higher dependence upon sev-
eral parameters for different situations, which is not compatible
with automatic image registration methods.
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TABLE II
VALUES OF , AND (AND ASSOCIATED COMPUTATIONAL TIME) OBTAINED THROUGH THE APPLICATION OF SIFT [26] AND A CONTOUR-BASED

APPROACH [14], [23] IN THE REGISTRATION OF THE EXAMPLES DESCRIBED IN SECTIONS III-A, III-B, AND III-C. REFERENCE VALUES FOR III-A
AND III-B ARE (30 , 252.0, 292.7). REFERENCE VALUES FOR PAIRS 1, 2, AND 3 OF III-C ARE RESPECTIVELY (0 , 60, 40), AND

. IT WAS NOT FOUND ANY CONJUGATE POINT. INDICATION OF BAD FIT BY THE METHOD IMPLEMENTATION

Although a large variety of histogram shapes can be found
in practice, single or multimode histograms often appear,
which reinforces the importance of the mode delineation. The
approach of mode delineation proposed in this paper, using
the histogram consecutive slopes sequence, is a robust method
regarding an accurate delineation of the modes present on an
histogram. The considered nonparametric approach—mainly
based upon the histogram consecutive slopes analysis—has
shown to be efficient. In some rare cases, it is possible that no
mode is present on the histogram or it is almost undetectable.
In these particular cases, the solution may pass through an
histogram transformation prior to the mode delineation. An
objective identification of these cases may be performed
through statistical methods such as the kurtosis measure [13]
for instance.

Several papers are devoted to the selection of the appopriate
threshold regarding single or multiple modes on the histogram,
through a large variety of methods such as entropy [37], hi-
erarchical cluster analysis [1], among others. Despite most of
the known segmentation methods work well for certain appli-
cations, with images containing less evident objects—such as
remote sensing applications—they will exhibit a lower perfor-
mance. This aspect leads to the interest of considering the re-
laxation parameter proposed in this paper, which allows
for a more efficient histogram-based segmentation, having in
mind a posterior image registration procedure. This alternative
revealed to be adequate, avoiding alternatives which are only ap-
propriate to particular histogram shapes, such as assuming one
[36] or two univariate populations, even devoting attention to
the common incomplete assignment of voxels in the image, by
indicator kriking for instance [31].

Image segmentation methods based upon histogram thresh-
olding are among the simpler methods. Although this class of
methods may present some limitations, it has the advantage of
being less dependent upon the choice of parameters, which is

an utmost requirement under the scope of fully automatic pro-
cedures such as HAIRIS. In particular, the proposed approach
allows for reducing in some way some of the limitations of using
histogram thresholding. In fact, this is one of the strengths of
HAIRIS, as supported by the presented examples where a pair
of images with completely different histograms is accurately
registered. The histogram thresholding approach which is pro-
posed cannot be considered as the traditional histogram thresh-
olding. Through the proposed “Mode delineation and image
segmentation” stage, several levels of segmentation based upon
the several modes which may be detected lead to a set of ex-
tracted objects, which when combined at the subsequent stages
of HAIRIS, lead to a robust and accurate registration for a large
variety of real situations (supported by the presented results).

The proposed method is based upon detecting closed sim-
ilar regions in both images. Taking into account that the pair of
images to be registered presented limited differences regarding
their spectral content, it will usually be possible to detect sim-
ilar regions in both images, even for regions with low contrast
(as Fig. 3 is an example). Furthermore, one important charac-
teristic of HAIRIS is the segmentation which is produced at dif-
ferent levels, by considering a range of values for the relaxation
parameter . This allows for the obtention of “several segmen-
tations” and consequently to a more robust subsequent stage of
initial matching. Moreover, it should be noticed that a closed re-
gion is a subjective concept. For instance, the segmentation of a
river may be seen as a line, but may also be considered a closed
region depending upon its width.

A sensitivity analysis of the parameter has been performed,
which indicated that, as expected, a higher resolution of the pa-
rameter space led to better results. One of the reasons behind
this achievement is that it inevitably leads to a more robust de-
termination of the rotation and translation parameters, since they
are determined on a statistical basis. This may also justify some
“saturation” on the results accuracy when comparing the results
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obtained between a resolution of 10% and a resolution of 5%.
Therefore, a resolution of 10% for parameter may be adequate
for several situations.

The determination of the rotation and translation values,
which is a statistically based procedure, is a new approach
regarding image registration methods, which revealed to be
a robust and meaningful process. This was possible since it
was combined with the also new approach for histogram-based
image segmentation, which together leads to consistent results,
as shown by the presented results in the different situations
(different levels of noise and controlled differences of spectral
content).

Although a set of measures for an objective evaluation of the
geometric correction process quality have been recently pro-
posed [16]—with particular importance under the scope of the
registration of satellite images—since HAIRIS final result is the
value of the rotation and translation difference between the two
images, rather than a set of conjugate points, the referred set
of measures would not bring additional value to the evaluation
of HAIRIS performance. Regarding the evaluation of automatic
image registration methods performance, it still lacks a dataset
similar to the Berkeley dataset, widely used regarding image
segmentation methods. With such a dataset, it would facilitate
a universal comparison and convey the limitations and abilities
of each image registration method.

For larger images than those included in this work, the divi-
sion of the images into tiles may be appropriate, since too much
differences on the image content may difficult the application
of the proposed methodology. The limit to consider the division
of the image into tiles may depend upon several factors, such
as the image content, among others. Moreover, the division of
larger scenes into tiles, and considering the centers of each tile as
matching points, it may become possible to correct for stronger
distortions than the rigid-body transformation.

Most of the known image registration methods work well for
well defined pairs of points, mainly on noise free images and/or
with objects clearly distinguishable from the background. With
the proposed methodology, we are able to deal with these dif-
ficulties at a certain level, as it was demonstrated with the pre-
sented results.

The histogram shape may greatly vary depending upon the
context of the application. Therefore, the concept of segmen-
tation with different values for the relaxation parameter itself,
may become useful in the context of several applications of
pure image segmentation applications, since it allows for the
obtention of several sets of objects, which may lead to more
meaningful results than the “rigid” histogram-based segmenta-
tion methods.

The most popular methods of image registration are those
based upon the correlation coefficient [3], [20], [45], in which a
smaller part of an image is used as a window on the other image,
looking for a maximum of correlation. Although they are appro-
priate for some situations, when there is a difference in orienta-
tion between the pair of images to be registered (for larger im-
ages, a difference of a single 1 may become significant), it may
be sufficient to lead to an absence of a strong correlation max-

Fig. 10. Translation induced by an image backward rotation

imum. Mutual information [6], [11], [20], [45], which had also
become popular in the last years, is also not able to deal with sig-
nificant rotation effects under the scope of the traditional search
for a maximum on the similarity surface.

We have compared HAIRIS with SIFT [26] and a contour-
based approach [14], [23]—which are among the most pop-
ular methods for automatic image registration—in terms of ac-
curacy and computational time. It was observed that HAIRIS
generally outperformed SIFT and the countour-based approach,
in particular for the remote sensing examples. The main draw-
back of HAIRIS is the computational time, mainly associated to
the segmentation stage. However, it is expected to optimize the
implementation code in the future in order to provide a faster
performance.

In this work, HAIRIS was applied to single-band images at a
time. However, in the future, adequate transformations (such as
principal component analysis, independent component analysis,
among others) of multi- (or hyper-) spectral images to single-
band images will certainly lead to even better results, rather than
using the information of a single spectral band.

The proposed methodology of image registration allowed for
the obtention of accurate results, even in the presence of a con-
siderable amount of noise. Furthermore, under the scope of ap-
plications with images having less evident objects, as is the case
of remote sensing images, HAIRIS has shown to correctly reg-
ister a pair of images at the subpixel level covering a wide range
of situations (including multitemporal and multisensor).

APPENDIX

See Fig. 10.
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