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ABSTRACT: This paper proposes a solution methodology for the production scheduling of batch plants. The methodology is
defined by an integrated approach that simultaneously considers the representation of the scheduling problem, the optimization
model, and the decision-making process. A problem representation and a mixed integer linear programing (MILP) model are
developed and applied to solve a real world scheduling problem from the chemical−pharmaceutical industry. The main
advantage of this approach is that it includes a general process representation that can be used across several departments of the
company. Moreover, we also discuss development and implementation challenges of optimization methods for the process
industry, and we provide some guidelines to mitigate existing problematic issues in this domain.

1. INTRODUCTION

Decision-making in the process industry tends to be inherently
complex, since it may involve strategic, tactical, and operational
decisions in very dynamic manufacturing systems. In particular,
planning and scheduling decisions have a huge importance due
to their interdependency with other functions, such as sales,
procurement, production execution, and control. Hence, the
integration of optimization methods to support these decisions
caught the interest of many industrial companies. Model-based
applications are seen as a way to improve competitiveness, to
increase profitability, and also to reshape the product portfolio
and to facilitate product and process innovations.1

In the past years, many academic and industrial efforts have
been done to develop and implement model-based applications
in manufacturing systems.2 The major achievements in the area
include exact, nonexact and hybrid methods, and also concep-
tual frameworks, ontologies, and problem representations. Exact
methods include mixed integer linear programming (MILP) and
mixed integer nonlinear programming (MINLP). Nonexact
methods are usually based on heuristics, meta-heuristics, and
artificial intelligence approaches. Hybrid methods combine the
previous methods so as to build more efficient approaches. On
the other hand, conceptual frameworks aim at defining the scope
of the different problems addressed by the process systems
engineering (PSE) community and aim at proposing general
integration schemes. Ontologies attempt to clarify concepts and
their relations. Finally, general problem representations attempt
to provide unified and unambiguous views of planning and
scheduling problems.
Although these developments clearly represent a huge pro-

gress on the integration of optimization methods with the
decision-making processes, there are some open issues that have
recurrently been reported by the literature. The most common
ones are related to the computational performance, modeling
uncertainty, multiscale optimization, or the modeling task itself.
The modeling challenge is surely a complex issue, since it deals

with the design of models targeting their integration with the
companies decision-making processes.3

In this paper, we propose a methodology for the integration of
scheduling model-based approaches with the decision-making
processes, which was tested in real settings. In particular, we
address a scheduling problem in the chemical−pharmaceutical
industry from an integrated perspective. Issues related to the
problem description, modeling, and implementation of schedul-
ing models in batch plants are discussed and considered in the
proposed methodology. This work was strongly motivated from
the need of solving in an integrated way and in close collabo-
ration with a company, their day-to-day scheduling problem.
This need is addressed in this paper, and the methodology
adopted is characterized, which has proven to result when solving
real problems.
The rest of the paper is structured as follows: Background

presents a literature review on conceptual frameworks and opti-
mization methods. Methodology Conceptual Framework and
Scheduling Methodology−Application describe the proposed
methodology. We start by defining the concepts used, and then
we apply the solution methodology in a real world schedul-
ing problem from the chemical−pharmaceutical industry. In
Implementation, we discuss the challenges related to the adop-
tion of optimization methods by the industry and we present
some implementation guidelines. Finally, in Conclusions, we
present concluding remarks.

2. BACKGROUND

2.1. Conceptual Frameworks. Planning and scheduling are
surely two critical activities performed by industrial companies.
They involve the allocation of limited resources to operations
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that occur in given time windows. Pinedo4 defined scheduling as
a decision-making process that deals with the allocation of
resources to tasks over time, considering one or more objectives.
Stephanopoulos and Reklaitis5 defined process planning and
scheduling as a subarea of process systems engineering (PSE)
that deals with models, methods, and tools for supporting
technical decisions related to the safety, efficiency, and reliability
of the execution of the manufacturing functions of a process
industry enterprise. These definitions are wide enough to
incorporate relevant interactions with strategic areas, such as
sales and forecasting and with operational areas such as pro-
duction execution, control, and dispatching. Several authors have
explored this area and have proposed conceptual frameworks
(depicted in Appendix) that we will briefly describe for a better
understanding of the planning and scheduling functions.
Considering a logistics perspective, Meyr et al.6 presented the

supply chain planning matrix, where planning activities are
categorized in terms of time horizon and process: (a) the long-
term planning, called strategic network planning, deals with
the structure of the supply chain; (b) the midterm planning is
responsible for the determination of production targets, distri-
bution of the production, and capacity management; and (c) the
short-term planning accounts for production planning and
scheduling (i.e., operational decisions such as lot-sizing and tasks
sequencing).
On the process operations, Bassett et al.7 presented a decision-

making hierarchy that integrates planning, scheduling, and
control. The perspective supported by the authors is that model-
based methodologies offer the most effective framework for
integrating all these decisions. Nevertheless, due to the variety
and scope of strategic and operational decisions, the authors
claim that no single model would be sufficient to handle all
aspects. Pinedo4 proposed a similar framework for generic manu-
facturing systems. Scheduling is positioned between production
planning and shop-floor control. The decision-making process is
clearly hierarchical and allows bidirectional information flows.
The planning process starts with a master production planning
for determining the production quantities and due dates and to
do the initial assessment of the production capacity. This data
goes into the materials requirements planning (MRP) that is
responsible for launching orders and ensuring that the materials
required for production are available. The scheduling function
receives the orders from the MRP and performs the sequencing.
Orders are then dispatched following the production execution.
The closed-loop information flow reinforces the possibility to
revise the scheduling, the MRP, or the master production plan-
ning whenever necessary, and therefore, the system accuracy.
On the production execution, Harjunkoski et al.8 and Engell

and Harjunkoski9 presented the automation pyramid for
discussing the integration of planning, scheduling, and control
layers. The bottom level of the pyramid is composed by the
control systems/sensors and is mainly related to hardware/
software components. The middle level is the manufacturing
execution system (MES) and deals with more advanced
production control algorithms, scheduling, maintenance, in-
ventory control, quality assurance, materials, and energy control.
The top of the pyramid is in general based on the enterprise
resource planning (ERP) system and is concerned with the
long-term strategic and tactical planning decisions, performing
business-related functions such as available-to-promise (ATP)
checks. According to the authors, these levels are not fully stan-
dardized and their integration heavily depends on the character-
istics of each company.

Standards are also being used for the definition of concepts
and to perform the integration of the various subsystems of
manufacturing environments. Two standards from ANSI/ISA
(S88 and S95) are often referred in the literature. ANSI/ISA-8810

provides models for integrating information related to the
control of batch processes, and ANSI/ISA-9511 has models for
the integration of enterprise and control systems. The purdue
reference model, presented in the S95 standard, describes the
main components of an enterprise system, their functionalities,
and interactions.
From a functional point-of-view, decision-making processes

require infrastructures capable to effectively support information
gathering, data integration, and models development, as
mentioned by Venkatasubramanian et al.12 These authors pro-
pose an information centric infrastructure based on an onto-
logy to support product and process development of active-
pharmaceutical ingredients (API). This approach provides a
coherent knowledge base that can be used by software tools
and models to promote information sharing. On the same line,
Muñoz et al.13 developed an ontology for batch processes, con-
sidering the scheduling and the control levels in a closed loop.
Although the results presented by these authors are very inter-
esting, substantial challenges will surely arise when implementing
these frameworks in industrial facilities.
Klatt and Marquardt1 presented an overview of methods and

tools developed in the context of PSE. The authors argue that the
development of user-friendly tools for industrial practitioners is
still necessary. With a similar opinion as Bassett et al.,7 Klatt and
Marquardt1 state that emphasis should be put on model-based
applications and in the development of methodologies in which
the economic impact and advantages are obvious at first glance.
Although the considerable achievements done by academia in

the development of new scheduling formulations and encourag-
ing solution approaches, the adoption of optimization planning
tools by the industry is still poor.14 Reasons for this are related to
the way the information context is considered by these tools and
are associated with an inadequate definition of the business
process workflows. Stephanopoulos and Reklaitis5 recognized
that there are important research opportunities in the develop-
ment of high level but flexible representations of the scheduling
problems and innovative graphical representations, which would
promote the adoption of advanced planning systems.

2.2. Models for Scheduling. Significant academic achieve-
ments have been done concerning modeling and solving batch
planning and scheduling problems. Some relevant recent reviews
on this topic provide a rather comprehensive survey on the
domain.2,15−19

Mendez et al.2 classified scheduling problems according to the
network of processing tasks. Thus, we may have sequential and
network processes. In sequential processes, the task-batch entity
is preserved, thus batch mixing and splitting are not allowed. On
the contrary, network processes have arbitrary topologies and
allow batch mixing and splitting. Looking just at models suitable
for network processes, we may have continuous-time formula-
tions based on unit specific events20−23 or based on global
events.24−27 Relevant contributions have also been made in what
concerns discrete-time models,28−34 and on the comparison of
discrete-time and continuous-time models see refs 35−37.

2.3. Solving Real-World Scheduling Problems. Several
works addressing real world scheduling problems and at different
types of industries can be identified in the literature, where
different models and solution approaches have been proposed.
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In the pharmaceutical industry, Amaro and Barbosa-Pov́oa38

proposed a sequential modeling approach for the planning and
scheduling of supply chains. The solution approach is applied to a
real pharmaceutical supply chain producing several products
such as injection drugs, tablets, and oral suspensions. Multistage
multiproduct scheduling problems have been tackled by
Kopanos et al.,39 Stefansson et al.,40 and Castro et al.41 Kopanos
et al.39 and Castro et al.41 have used similar decomposition strate-
gies that reduce the computational complexity of the scheduling
problem by scheduling orders sequentially and then improve the
schedule by applying reordering procedures. Kopanos et al.39

proposed general precedence and unit-specific general pre-
cedence models, while Castro et al.41 proposed a unit-specific
continuous-time formulation. Stefansson et al.40 compared a
discrete-time formulation based on refs 28 and 29 and a general
precedence continuous-time formulation based on ref 42 in a
scheduling problem of a secondary pharmaceutical production
system. To tackle the combinatorial complexity of the MILP
models, the authors have applied a decomposition algorithm that
prioritizes the scheduling of the bottleneck stage. Susarla and
Karimi43 developed a unit slot continuous-time model to the
campaign planning problem of the pharmaceutical industry,
giving emphasis to the decision-making process. They studied
several real scenarios considering different resources allocation
profiles, safety stock limits, minimum campaign lengths, main-
tenance actions, and sequence-dependent changeovers. They
remark that although planning is usually performed by the
planning department, it is a collaborative process that seeks data
from several other departments (sales, procurement, laboratory,
maintenance, and higher management).
Addressing the steel making process scheduling, Harjunkoski

and Grossmann44 developed a decomposition algorithm that
relies on splitting the original problem into smaller subproblems
by exploring its special structure. The algorithm involves three
MILP models and one LP model solved in a sequential solution
strategy. Later, addressing also a scheduling problem of a steel
plant, Harjunkoski et al.45 discussed the implementation issues
and benefits of planning and scheduling optimization. The
authors state that reusability, flexibility, and configurability are
relevant aspects that must be considered when encapsulating
mathematical models in software applications to be used in
industrial environments.
For the production scheduling in the polymer industry, Schulz

et al.46 formulated a discrete-time model and a continuous-time
nonlinear model (MINLP) for a real case of a chemical batch
plant producing expandable polystyrene. Algorithms have been
developed to produce solutions in reasonable time. Considering
the same scheduling problem, Wang et al.47 have applied a
genetic algorithm and Till et al.48 addressed uncertainty by using
a two-stage stochastic integer programming model and
proposing a hybrid evolutionary algorithm to solve the stochastic
problem. Castro et al.49 explored the optimal periodic schedule
of a resource constrained industrial problem of the pulp industry,
through the use of discrete-time and continuous-time Resource-
Task Network (RTN) based mathematical formulations.
Adequate solution strategies were proposed for both formu-
lations. While the exact optimal solution to the problem was
achieved using the discrete-time formulation, the same was not
true for the continuous-time formulation.
Considering enterprise-wide optimization (EWO) in complex

production systems,Wassick50 presented the case of DowChem-
ical Company and discussed opportunities for the integration of
design, planning, and scheduling optimization models in the

industry. The problem of waste disposal scheduling is solved
using the RTN discrete-time formulation. Moreover, the author
presented some useful considerations on modeling and imple-
mentation. So, to the company, the choice of the discrete-time
RTN relied on the simplicity and generality of the formulation
due to a uniform treatment of all resources. A creative definition
of the production resources allows solving a variety of scheduling
problems without changing the model (and the code). Simple
linear representations of the processes are adequate for long time
frames or more strategic decisions, but for short time frames or
operational decisions, it becomes necessary to account for the
nonlinearities of the chemical processes. For this author, the
greatest modeling challenge concerns capturing complex
operating policies. In these cases, it is recommended to negotiate
simplifications with the decision makers, instead of dealing with
complicated constraints. Moreover, the process design, planning
and scheduling integration, and the representation of uncertainty
and risk, should be viewed as critical. An interesting case-specific
aspect about the implementation is that during the first year of
operation, the schedulingmodel was used together with the exist-
ing scheduling procedure, in order to compare bothmethods and
to gain confidence in the model.
In general, Applequist et al.51 pointed out four practical issues

that make planning and scheduling problems particularly difficult
to address, namely, (a) social considerations: manufacturing is
considered a cooperative activity in the company, and the “strate-
gies and scheduling” function is viewed as having the respon-
sibility to orchestrate this cooperation; (b) dynamic nature: the
active environment of the manufacturing system requires flexible
and scalable planning and scheduling tools that must be able
to adapt to different production scenarios; (c) information
intensity: even relatively small planning and scheduling problems
require a considerable amount of data, and this creates additional
complications concerning data management; and (d) intrinsic
combinatorial character: leading to significant mathematical
challenges to solve these problems. The relevance of these issues,
and the practical need to address them, are the main motivation
for this work.

2.4. Integration of Optimization Models in the
Industry. As referred, it is clear that there is still a lot of work
to do concerning the integration of optimization models in the
decision-making processes of the companies. The literature
addressing models and solution approaches for planning and
scheduling problems is mainly focused on time performance and
comparison between models. When addressing the quality of the
solutions, few confront the solutions obtained by the models
with the solutions obtained by the planners, and just a small
number of works address practical issues associated with mod-
eling and implementation of optimization methods in industrial
companies. Models are rarely evaluated in the context where the
information is available, thus they simply do not consider the
internal decision-making processes of the company. This inter-
action is missing and it would surely provide valuable infor-
mation for improvement of the optimization methods.
Although we also consider that, in practical terms, time to

obtain solutions is the most critical issue of many models solving
scheduling problems, research should also focus in other aspects
that are determinant to integrate optimization methods in
industrial practices. The development of systematic approaches
for structuring the scheduling problems and the inclusion of
the decision-making processes into models that can rapidly be
understood by the industrial practitioners are essential aspects
that have been somehow neglected.
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3. METHODOLOGY CONCEPTUAL FRAMEWORK

In this section, we discuss the components of the methodology
and then, in Scheduling Methodology−Application, we present
the resolution of a real world problem from the chemical−
pharmaceutical industry to demonstrate its applicability.
3.1. Key Components.Themethodology is defined by three

main components, as shown inFigure 1. Theproblem representation

component that is related to the interpretation of the scheduling
problem, and it is used as an interface with the decision-makers
and to capture data for the optimizationmodel. The optimization
component that deals with case-specific models and solution
approaches developed to solve the scheduling problem. Finally,
the decision-making component that has to do with the analysis
of the solution pool provided by the optimization component
and involves the visualization and user-interface interactivity
required to support the decision-making process.
We consider two main sets of tasks: implementation and

modeling. Implementation includes all tasks required to place the
application running in the company, and it is typically assigned to
IT consultants. Its scope must be wide enough to incorporate all
components that in the end will constitute the decision-making
tool. Modeling concerns the definition of the model and is
usually a task performed by academics and researchers. The
scope of modeling is in many situations limited to the develop-
ment and test of models. Thus, it disregards the context where
the data is created and gathered and mainly, how decisions are
made. In our view, when addressing real-world optimization
problems, the scope of the modeling task must be broadened to
include the data context and to encompass the information flow
of the decision-making processes. The modeling task must be
extended to define more complex interactions between the
representation of the problem and the decision-making process
(see Figure 1). This will surely require a deeper collaboration
between academics, industrial practitioners, and IT consultants.
Note that although the focus of this methodology is on

scheduling problems, we think that it can also be applied to other
types of problems.
The components and their interactions will be discussed in

detail in the following subsections.

3.2. Representation of the Scheduling Problem. As did
Bassett et al.,7 we also view scheduling as an integration activity.
Accordingly, scheduling problems should be represented so that
different types of knowledge can be captured in a coherent way.
For that, different scheduling views may be necessary in order to
ensure a comprehensive representation of the problem. Such
representation can then have several layers (or views) and must
be able to be integrated with any model or solution approach.
Grossmann et al.52 argue that the application of mathematical
programming approaches to process design, and synthesis
problems require the development of superstructures for the
representation of the alternatives, regardless of the detail of the
model. We can say that this reasoning is also valid to planning or
scheduling problems, since these problems use similar super-
structures.
Although there is a general consensus that models/solution

approaches must be adapted to the specific features of each case,
we believe that it is possible to develop general representations of
the scheduling problems that could be used later by different
models. A good example of this is the state-task network (STN)
of Kondili et al.28 and the RTN of Pantelides30 representations
that are being applied to represent a variety of scheduling prob-
lems and are used by many different formulations. For example,
extensions of STN to account for design and operational
decisions were developed by Barbosa-Pov́oa and Macchietto,31

and Amaro and Barbosa-Pov́oa53 developed the chain-STN to
solve supply chain problems. In this way, scheduling represen-
tations could evolve independently from the model formulations
and provide a coherent representation of the problems. This
research direction has been recently followed by Maravelias.54

This author proposes a framework for the description of sched-
uling problems in chemical industries based on the characteristics
of the processes.
Furthermore, the representation of the scheduling problem is

typically based on the process structure, in which the level of
abstraction is a critical issue. High detail representations of the
processes may allow the development of more detailed models
and reach theoretically optimal solutions but may result in
models that are computationally intractable. In practice, this
approach requires the involvement of industrial and academic
specialists and the integration of different types of knowledge,
which will easily turn into a very time-consuming task. On the
other hand, less detailed processes result into more simple
models that are easier to solve and to manage but may result in
infeasible schedules. In summary, a careful exploitation of the
problem structure is required in order to keep the balance
between these trade-offs, and here a close collaboration between
academics and industrial planners must exist.
In the PSE community, planning and scheduling problems

appear closely connected to process development and design
problems.15 The process design focus is to define the charac-
teristics of products, the production tasks, and the specifications
of processing units. The planning and scheduling problem often
take the design into account and seek the effective use of the
enterprise resources.5 In this work, we have developed a com-
prehensive representation of the scheduling problem that
captures the characteristics of the processes and available
equipment, defining superstructures with all possible production
alternatives. The representation of the scheduling problem is
then a key part of the scheduling methodology that integrates
with the optimization and the decision-making components.

3.3. Optimization. A single model would hardly be sufficient
to address all types of planning and scheduling decisions. Thus, if

Figure 1. Conceptual framework for the solution methodology.
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a model-based approach is followed then the methodology must
be able to include several models, in which the links between
those models play a crucial role. Furthermore, since the decision-
making processes vary from company-to-company, case-specific
models may also be developed.
Concerning the computational complexity, many scheduling

models solving real-world problems are considered too large to
be solved to optimality in affordable time. This is due to the
combinatorial nature of the problems, associated with binary de-
cisions such as task-unit assignments, tasks sequencing, change-
overs, and storage tasks. Problems with a significant number of
tasks and processing units and considering long scheduling
horizons tend to be difficult to solve with exact methods. In these
cases, alternative solution approaches can be applied to obtain
satisfactory solutions in reasonable time. A discussion on
scheduling models and solution approaches has been presented
in Background.
In summary, models and solution approaches should be built

taking into account the characteristics of the problems and the
decision-making processes of the companies, thus defining
concise methodologies that integrate mathematical approaches
with existing decision-making procedures and resulting in
solvable models that represent adequately the real problem.
3.4. Decision-Making. The planning information flow

presented by Pinedo4 and the Purdue reference model are two
comprehensive frameworks where the complexity of the plan-
ning and scheduling becomes more evident. To address this
complexity, the development and implementation of decision-
support tools should start by addressing the core decision-
making processes of the company. The approach may vary from
company-to-company but should always involve academics and
industrial practitioners.
The scheduling process must be supported by adequate infor-

mation flows between those participating in the decision-making
process. Assuming that scheduling is performed collaboratively,
the scheduling methodology (problem representation and
optimization, decision-making) should ensure that the necessary
data is available and up to date before being used by the optimi-
zation model. In this way, the methodology must be integrated
transversally in the company, since it is common that several
functions in the company can use that information and benefit
from it. To clearly explain this methodology, the application to a
case study is detailed below.

4. SCHEDULING METHODOLOGY−APPLICATION
The proposed conceptual framework is now applied to a real
case-study from the chemical−pharmaceutical industry. The
main goal of this exercise is to demonstrate how the components
(representation of the scheduling problem, optimization, and
decision making) can be designed in order to implement a
decision-support methodology for solving scheduling problems.
For that purpose, we briefly describe the context of the sche-
duling problem and a typical scheduling decision-making pro-
cess. We then present the methodology that was implemented in
our case study and discuss the main decisions involved in that
process. The optimization model and results are also presented.
4.1. Scheduling Problem in Chemical-Pharmaceutical

Industry. The chemical−pharmaceutical industry is responsible
for the development and manufacturing of fine chemicals called
active pharmaceutical ingredients (API). Manufacturing such
products involves complex and long processes that are executed
under a close supervision of the regulatory authorities, with

responsiveness of the manufacturing system and cost reduction
being two critical aspects.
Production may simultaneously include products that are

under development and products that are in commercialization,
and the plant resources may be shared between these products.
Products are associated with recipes that describe in detail
the production processes. Recipes are defined by a network of
production tasks that must be executed to manufacture a pro-
duct55 and include process data such as materials consumption
and production proportions, tasks processing times, and
characteristics of the units required by each task. Recipes differ
from product-to-product (i.e., tasks sequencing and material
flows are product specific). To manufacture a single product,
several days of effective production time may be required, with
tasks processing times varying between 1 h and 2 days.
Cleaning of processing units, pipelines, and other resources are

needed to avoid cross contamination of the products. Therefore,
changeovers between lots of the same product and between lots
of different products are present and may impose significant
downtime periods.
Often the chemical−pharmaceutical industry relies on general

purpose batch plants with multipurpose processing units
between which connections are usually not fixed. Instead, units
are organized in such a way that almost all connectivity options
are possible. Operations flexibility is achieved through multi-
purpose units, capable of executing a variety of chemical tasks, as
well as, through the connections between units, that can be
changed when there is a change from a product to another pro-
duct (i.e., connections between units can change with the
production demand).
In such plants, the most common units are reactors, filters, and

dryers of different volumes, packaging rooms, and auxiliary
equipment like condensers, temperature systems, cleaning in
place (CIP), vacuum pumps, etc. that may be attached to the
processing units, thus changing their configuration with addi-
tional characteristics important for the task-unit assignment. For
instance, a reactor is defined by its maximum and minimum
volume, type (glass lined or stainless steel) and also by the
agitation system, the temperature system, CIP, etc. The material
flows are established through a complex system of pipelines and
mobile vessels. Furthermore, people are critical resources and are
usually considered in the medium and short-term scheduling.
This happens because tasks require specialized manpower to
execute or control the production.
The planning and scheduling functions are typically a respon-

sibility of the planning department of the company. However,
other areas, such as sales, procurement, and R&D, are also in-
volved. These areas contribute with data inputs relevant for
planning and scheduling and may as well do the analysis of the
schedules.
Planning is in general done for a time horizon of up to 12

months and involves the determination of the production
quantities and a preliminary allocation of the processing units to
products. But because production capacity is defined at the level
of the processing units, planning is referred here as medium-term
scheduling. The medium-term scheduling tends to be stable, at
least for the next months, and is revised everymonth or whenever
an unexpected event that has impact on the plan appears.
There is also the short-term scheduling that has a time horizon

of up to 2 weeks and is revised on a daily basis. Data from the
medium-term term scheduling is used as a reference for building
the short-term scheduling, namely in what concerns recipes,
inventory, and product demand. Decisions at this level refer to
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the assignment of tasks to units and to the determination of the
exact time when tasks are going to be executed. Industrial
planners are therefore challenged to obtain the “best” set of
processing units to manufacture each product and to obtain
effective task sequencing, taking into account objectives related
to cost and total production time. Since recipes may have a large
number of tasks and tasks may be processed through multiple
units of different capacities, where sequence-dependent change-
overs must be respected, scheduling decisions become extremely
complex.
The status of the tasks execution is continuously checked and

potential delays are evaluated. Products that are under develop-
ment add more complexity to the scheduling function, since they
regularly impose the revision of the schedule. Schedule devi-
ations that do not have any further impact in the plan are
promptly solved, while significant delays trigger the revision of
the medium-term schedule.
Although we assume here that medium and short-term sche-

duling are two distinct problems, they are linked because they
constrain each other. Both scheduling problems should there-
fore use a unique problem representation, defined by the
methodology proposed in this work (see Proposed Scheduling
Methodology). This will ensure that with respect to data, both
problems use the same structures, although the detail level of the
models can be different. Our focus is on the short-term
scheduling problem, as defined in detail in the next section.
4.2. Problem Statement. The problem consists then in

finding the optimal scheduling of multipurpose batch plants, in
which products have arbitrary network structures.
Given (a) the recipes of the products (materials flows and

proportions, tasks processing times and characteristics); (b) the
processing units (including all characteristics that define the task-
unit suitability); (c) the resources availability (intermediaries,
final products and processing units for every time interval); (d)
the demand (quantities and delivery due dates); (e) the mini-
mum and maximum allowed lot sizes; (f) the scheduling time

horizon; (g) the costs (storage, changeover, and missed deli-
veries); and (h) the economic value of the products.
Our goal is to obtain optimal production schedules by deter-

mining: (a) the task-unit suitability for a given process; (b) the
task-unit assignment of the production schedules; (c) the lot
sizes and product deliveries; (d) the materials inventory levels;
and (e) the optimal process schedule.
In this context, we have used profit maximization and cost

minimization objectives, defining a short-term scheduling prob-
lem that can be solved by a linear model, with deterministic data.

4.3. Proposed SchedulingMethodology.The conceptual
framework depicted in Figure 1 gave origin to the scheduling
methodology shown in Figure 2. The three components of the
methodology (problem representation, optimization, and
decision making) are now framed by the associated activities
[recipe design and cost modeling, (re)scheduling, and decision
making] that interact and provide/receive data to/from the
optimization model. These activities were identified in our case
study as being core activities that have a huge relevance in the
scheduling decision-making process. In the following subsections
each component will be addressed in detail.
Note that this methodology views the scheduling activity as an

interactive and collaborative process that may involve several
departments of a company. Thus, the involved departments may
provide data to the process and revise and analyze scheduling
solutions.
In order to test and validate the proposed methodology, we

have, during one year, performedmeetings on a regular basis with
process engineers and planners. Insights from industrial practi-
tioners revealed to be very useful in redefining the components of
the methodology and the integration requirements between
those components.

4.3.1. Representation of the Scheduling Problem. This
component aims at providing a standard representation of the
processes in such a way that they can be readily understood by all
the participants in the scheduling problem. Having this goal in
mind, we developed novel representation of the processes in

Figure 2. Proposed scheduling methodology.
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which emphasis is given to the definition of the task charac-
teristics that will determine the task-unit assignment.
In a way similar to the STN, we design recipes through

a network of tasks and states. As shown in Figure 3, tasks
(represented as rectangles) are defined through an object that
considers all the characteristics (e.g., volume, task duration, need
for CIP, sampling, vacuum pump, etc.) that are relevant to the
determination of the suitable processing units. For example, in
Figure 3, if the task has an acid material, only units U1, U3, and
U4 can be used. But if CIP and sampling systems are also
required, only U1 can be used. The states define the materials
and are represented by circles.
Processes are represented by the definition of tasks, material

states, and material flows using directed arrows, in a prototype
developed in Microsoft Visio. Predefined objects are available to
support the process design. So, as a first step, the description of
the process is done taking into account just the characteristics of
the tasks, and in a second step these characteristics are auto-
matically mapped into the characteristics of the existent
processing units for the determination of suitable units. More
advanced rules can be used to account for approximate (roughly
defined) characteristics such as the need for very good, good, and

normal stirring. Additionally, the cost modeling of the processes
can also be performed, taking into account the resources in-
volved. This can, for example, be used for ranking the alternative
processes based on their cost.
Having defined the tasks and associated tasks to units, a global

process representation is obtained (see Figure 4). The recipe
design tool shown in Figure 4 is a prototype developed in Micro-
soft Visio that allows an immediate assessment of the process
concerning the determination of the units capable of manu-
facturing it. In the left-hand side of the screen is shown the library
of standard objects, in the middle we can see the process (in this
case, we have a process with 6 tasks), and in the right the
characteristics of the selected task are presented. The processing
units suitable for each task are depicted just below the rectangle
and were automatically determined through the task-unit
matching characteristics as explained above.
All the data of this process is saved in a database that can

be used later by any optimization system. Thus, the problem
representation and optimization components are indeed
independent.
Challenges here related to the data management, since many

data inputs are often required to describe a single process, and to

Figure 3. Mapping between tasks and processing units characteristics.

Figure 4. Example of a process representation using the recipe design tool.
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produce a representation of processes that can be used by all
participants. The tests performed with the company demon-
strated that the developed interface (as shown in Figure 4) is
user-friendly and can be used by all involved departments and
that the design of the processes is quite fast. These characteristics
are fundamental for the planners since they are determinant to an
effective usage of the tool.
4.3.2. Optimization.After having the processes represented in

the recipe design tool, data structures are automatically generated
and can be used by the scheduling model. With this approach,
recipe design decisions can promptly be revised and integrated
with the scheduling model.
The development of the model is case specific. However, the

data structures facilitate the development and testing of new
models in the company and ensure data consistency. In this work,
we have applied a MILP model; however, other models could
also be used. Alternative models, constraints, and objective
functions that have been considered under this methodology can
be found in Moniz et al.56

The optimization stage is related to the scheduling function,
but in real manufacturing systems, this function is mainly used for
rescheduling. In fact, when this function is performed, either
processing units are executing tasks or planned orders have
already been allocated for the near future. Then when new orders
arrive, planners may have to revise the current schedule, compare
and analyze scheduling solutions, or even evaluate alternative
processes. Scheduling responsiveness is ensured here by an im-
mediate assessment of the alternative processes and by inte-
gration with the optimization model.
The solutions delivered by the model can be quantified not

only by the value of the objective function but also by the
computation of several key performance indicators (KPIs) done
in the postprocessing phase of CPLEX. For example, we may
have KPIs for measuring the free capacity and volume usage of
the reactors or the missing deliveries of a schedule.
The scheduling model used in the developed framework is

based on the formulation proposed byMoniz et al.56 The present
model extends the previous work by considering explicitly the
lots production through the definition of lot size continuous
variables and lot production binary variables. Also lots backlog is
now modeled, an aspect that is quite important in the industrial
reality. This is a MILP model where time is uniformly discretized
along the scheduling horizon of interest. One particular char-
acteristic of this model is that the material balance constraints
consider explicitly the inventory carried out by each task and
production lots. Production lots refer to the amount of stable
intermediary or final product manufactured through a known set
of tasks, units, and materials, so as to keep record of lots blend-
ing operations, thus ensuring lots traceability. By following this
approach, new types of constraints for modeling temporary
storage in the processing units and sequence-dependent change-
overs can be derived.
The indices, sets, parameters, and decision variables used by

the formulation are described in Appendix.
Model. The scheduling problem considers a scheduling hori-

zon with length T, divided into time intervals t ∈ H of equal and
fixed duration. Scheduling decisions are made through the Nklt
task-unit assignment/sequencing binary variables that are equal
to 1 if task k of lot l starts at time interval t; Yl lot production
binary variables, equal to 1 if l lot is produced; ξklt task batch size
continuous variables that determine the batch size of task k of lot l
at time interval t; βl lot size continuous variables that state the
amount of product manufactured in lot l; the Rkrlt

p and Rkrlt
c

continuous variables that define the materials r production (p)
and consumption (c) for each task k of lot l and time interval t;
Rkrlt continuous variables that give the resultant materials r
availability; ∏krlt continuous variables for product r deliveries,
given by task k, lot l and time interval t; and Brt continuous
variables of backlogged demand, determined for product r and
time interval t.
The model is defined by constraints 1 that express the fact that

either processing units are allocated to production tasks or to
storage operations. In other words, constrains 1 define the task-
unit assignment and sequencing and the temporary storage in the
processing units. In the chemical industry, it is common to find
processes in which material storage may occur in the processing
unit where the material has been produced. In these cases, units
work temporarily as storage vessels until all material is consumed
by subsequent tasks of the process. The first term of the
constraints does the task-unit assignment and sequencing, while
the second term indicates if the processing unit is performing
storage (Rkrlt ≥ 0) for the intermediaries produced by task k and
subject to non-intermediate storage policy (NIS) Ik

NIS.
Constraints 2 determine the amount of resource r (interme-

diaries and final products) produced, and constraints 3 give the
amount of resource r consumed (intermediaries) by task k of lot l
at each time interval t. Parameters νkrθ

p and νkrθ
c give the materials

production and consumption proportions of the batch size of
task k for resource r. Constraints 4 express the materials balance
for each resource r (intermediary or final product), task k and lot
l. The amount of resource r available Rkrlt in each task k of lot l is
equal to the amount stored in the previous time interval, plus the
amount produced Rkrlt

p , minus the amount consumed Rkrlt
c , plus

the amount that is delivered∏krlt. Note that∏krlt takes negative
values for product deliveries and that we assume no receipts of
materials occur during the scheduling horizon. Constraints 5
bound the resource r availability to a maximum value given by
parameter Rrt

max and are only defined for intermediaries subject to
finite intermediate storage (FIS), zero-wait (ZW), and unlimited
intermediate storage (UIS) policies. Concerning the materials
temporarily held on the processing units (NIS), the amount of
material that can be stored is bounded by the maximum capacity
of the unit. Constraints 6 ensure that the tasks batch size ξklt is
within the minimum Vkrl

minand maximum Vkrl
max capacities of

resource r (processing unit) for task k and lot l. Constraints 7
impose that the total amount of product manufactured must be
equal to the lot size βl, and constraints 8 bound the lot size βl
between the minimum ql

min and maximum ql
max allowed size for

lot l. Constraints 9 define that lot l can only be produced if lot
l − 1 has been produced.
Backlogged demand Brt is defined by expressions 10, where Brt

will take a value greater than zero whenever a product deliveryDrt
is not fulfilled, partially or totally.
Sequence-dependent changeovers are required whenever

cleaning and units setup operations need to be performed,
when changing the production to a new product or lot. Thus,
constraints 11 state that if task k of lot l occurs at time interval t,
then the first term is equal to one, and the second is forced to be
zero for all tasks k′ of lot l′ and time intervals corresponding to
t − τk′ − θ.
Constraints 12 define that tasks must finish in the time horizon

of interest. Constraints 13 impose that delivery variables ∏krlt
cannot take values either for the time intervals outside the deli-
very time windows or for resources other than final products.
And expressions 14 define the variables domain.
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The objective functions considered in this work are the
minimization of cost (see expression 15), that involves the
storage, operational, backlog, and lot costs, and the maximization
of profit (see expression 16), reflecting the economic value of the
products.

Storage costs are associated with holding costs of intermedia-
ries and products during the scheduling horizon 16a. Operational
costs are related to the assignment of processing units to tasks are
defined by expression 16b. Backlogged demand costs are given
by expression 16c, and lot fix and variable costs are given by
expression 16d. The economic value of the products is given by
expression 16e.
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4.3.3. Decision Making. The scheduling solutions obtained
through this model are then evaluated by experienced planners
and other participants involved in the scheduling process. In
practice, it is desirable to produce more than one schedule, even
for the same objective function, as the model may not represent
the real problem due to simplifications considered. In some
situations model constraints are linear approximations or aggre-
gations designed to keep the problem computationally tractable.
Thus, it could happen that solutions might not be preferred by
planners or could be considered operationally infeasible. The
assessment of the model will then be made by the quality of the
solutions delivered and the computational time required to
produce them.
To avoid this problem, several scheduling solutions are

generated and compared during the decision-making process.
For example, multiple scheduling solutions can be obtained by
using the CPLEX solution pool feature.
Although the most common constraints of the scheduling

problem are known and well-described in the literature, new
types of constraints are often necessary when trying to solve real
world scheduling problems. To address this issue, a knowledge
base is kept with the purpose of describing new scheduling rules
that are empirically followed by the planners. The scheduling
rules are then evaluated and, if applicable, are converted into
model constraints. Thus, the model is composed by a set of con-
straints that can be activated or deactivated in order to convey to
the preferences of the planner. For example, case-specific exten-
sions for dealing with layout, manpower, and maintenance
constraints may be developed in the model.
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Finally, the user interface for the scheduling solutions plays
also an important role, since the dynamic nature of the
scheduling process requires the visualization of a considerable
amount of information, as well as advanced interactive options.
In our case, a prototype of a Gantt chart was built in Microsoft
Excel to allow the test and assessment of the scheduling
solutions. The evaluation of the produced pool of schedules is
then supported by Gantt charts and additional indicators (see
below), allowing the planners to choose the most adequate
schedule for real implementation.
4.4. Case-Study Description and Results. As mentioned

above, the case under analysis concerns the scheduling problem
in a chemical−pharmaceutical industry where different products
are to be produced. The decision-making tool is used to obtain
optimized production plans and to perform an evaluation of
alternative production processes. The scheduling decisions
involve the determination of the processing units to be used by
each process, the lot sizes, the total amount produced, and the
delivery dates. Here, recipe design decisions (as described in
Representation of the Scheduling Problem) are integrated with
scheduling decisions in order to predict the impact of the process
in the shop-floor, guaranteeing that units are used in an efficient
way. For example, the selection of the processing units to execute
a given process can be done taking into account the scalability,
completion time, number of processing units used, material
flows, and cost of the processes.
Since a discrete time model is being used, a critical modeling

decision concerns the definition of the length for the time
intervals. A thin discretization of time would theoretically result
in better solutions but may conduct to models that are very
difficult to solve. In our case, we assume a time interval (grid) of 8
h, since tasks processing times can be roughly approximated by
multiples of 8. Moreover, schedules having time intervals of 8 h
(1 working shift) work well in practice. Computational tests and
discussions with the planners have shown that the computational
time required to solve the short-term scheduling model is quite
reasonable and acceptable in practice. The model was
implemented using ILOG/CPLEX version 12.5.1, running on
an Intel Xeon X5680 at 3.33 GHz with 24 GB of RAM.
In the following two subsections, we present some results

that show the utilization of our scheduling model (defined in
Optimization). Initially, we perform an analysis of the production
processes involved and we discuss trade-offs related to the
determination of the lot size, which are important to the scale-up

strategies followed by the chemical−pharmaceutical industry.
Then, we derive short-term production schedules for time
horizons of 1 and 2 weeks.
The network studied in this work considers four processes,

responsible for the production of four products (P1 to P4) and
that may share 9 processing units (7 reactors of different
characteristics and 2 filters-dryers). The total number of tasks is
40, with processing times varying between 6 and 64 h. Processes
data are available in the Supporting Information.

4.4.1. Evaluation of Alternative Processes. The impact of the
lots definition on cost, capacity, and time is the first analysis to be
performed. These are relevant indicators concerning the scale-up
of the lot size. In practice, the company wants to determine what
are the best units among all alternatives for producing a process
in terms of cost, reactors capacity used, and completion time for
different lot scale-up scenarios. Leading to different alternative
processes. On the basis of this analysis and on the evaluation
of full production schedules (see Scheduling Solutions), units
are then assigned to the process, which is then submitted to
validation. Figure 5 depicts the minimum cost of manufacturing
30, 40, 60, 80, and 100 kg of product P1, considering different lot
sizes (e.g., 3 lots of 10 kg = 3L10). Table 1 shows some numerical
values used in this analysis. These results were obtained by run-
ning the scheduling model with the cost minimization objective
function (min Z1) and assuming the scheduling horizon of
1 week, discretized into 21 time intervals of 8 h.
When analyzing Figure 5 and Table 1, it can be seen that

the production of 30 kg of product P1 has a cost always below
2000m.u. Themost costly production case is to consider 3 lots of
10 kg (3L10), with a cost of 1922.5 m.u., which leads also to the
highest completion time. This indicates that the processing units
are used inefficiently, as can be seen by the value of 27100 L
of reactors capacity allocated to the process (see Table 1).
Assuming a production of 40 kg, the costs increase by 23%
considering just one lot; however, the completion time goes from
112 h to just 40 h. Again with the increase of the number of lots
the process requires more reactors capacity and takes more time.
An increase of the production to 60 kg (assuming a single lot) has
almost no effect in the cost, and has no impact on the completion
time and no impact on the reactors capacity allocated.
Interestingly, the production of 3 lots of 20 kg results in a
lower cost, in a lower reactors capacity, and in a lower completion
time, when compared with the production of 2 lots of 30 kg. The
production of 80 kg (assuming a single lot) increases the costs by

Figure 5. Production lots cost in monetary units (m.u.) for product P1 (1L30 = 1 lot of 30 kg; 2L15 = 2 lots of 15 kg; and 1L10 + 1L20 = 1 lot of 10 kg
plus 1 lot of 20 kg).
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6% of the 60 kg production case but keeps the same completion
time, while the production of 100 kg (assuming a single lot)
increases the cost by 40% (assuming a single lot) and more than
doubles the completion time, when compared with the 80 kg
production case.
As conclusions, it can be said that the trade-offs associated with

the scheduling decisions are related to the task-unit assignment
and storage costs. The allocation of tasks to the smaller capacity
units may result in lower operational costs but may lead to longer
completion times, since tasks may need to occur multiple times
or a higher number of changeovers may be required; both
situations potentially leading to an increase in the storage costs.
4.4.2. Scheduling Solutions. Following the previous analysis,

we now derive full schedules for the production of the four
products, with different lot sizes and scheduling horizons of
1 and 2 weeks. Since all products are scheduled simultaneously,
the trade-offs discussed above become more complex, resulting
in the Gantt charts of Figure 6.
The first instance (INST1) is depicted in Figure 6a and

considers the production of just one lot in a scheduling horizon
of 1 week (21 time intervals of 8 h). Figure 6b shows the second
instance (INST2) also based on a single lot, but now consider-
ing a scheduling horizon of 2 weeks (42 time intervals of 8 h).
Figure 6c depicts the third instance (INST3) for the production
of 2 lots of each product, in a scheduling horizon of 2 weeks.
Table 2 summarizes the cost structure of each instance. The
objective function utilized is the profit maximization max Z2 (see
expression 16).

The most compact schedule is obtained with the instance
INST1 (see Figure 6). Processing units need to accommodate
the demand in just 1 week, and this leads to a high occupation
rate of the processing units. By extending the scheduling horizon
to 2 weeks (INST2), units can be used more efficiently, with
a reduction of the costs and an associated profit increase (see
Table 2).
For INST1, the profit is equal to 48438.8 m.u., while INST2

has a profit of 49441.4 m.u., which is at least 2% higher, since the
solution of INST2 potentially has some margin for improvement
because it is not an optimal solution (3.32% gap). Moreover, the
schedule of INST1 is inherently more complex to execute in
practice, since several production tasks are repeated in order to
fulfill the demand, see Figure 6a). For example, in INST1, it
can be seen that TASK1 of product P1 occurs 5 times, while in
INST2, see Figure 6b), this task occurs only 2 times.
In instance INST3, we have defined 2 lots for each product in a

scheduling horizon of 2 weeks. This scenario tends naturally to
impose additional idle periods for the units, as a consequence of
the changeover periods; nevertheless, the profit is comparable
with the one obtained in INST1. Looking at the lot size decision
variables of instance INST3, Product P1 has lots with 56 and
64 kg, resulting in a total amount of 120 kg. The demand of pro-
duct P2 was 70 kg, resulting in one lot of 16.8 kg and another of
53.2 kg. The lots of product P3 have 23.5 and 26.5 kg for fulfilling
a demand of 50 kg, and product P4 had a demand of 60 kg that
was fulfilled through lots of 28 and 32 kg. As discussed in the
above section, the lot size has impact on the task-unit assign-
ments, thus lots of the same product may have been assigned to
different processing units. Globally, INST3 has lower storage
costs but has higher operational and lot setup costs.
Concerning the model performance, the computational time

to obtain solutions is surely the main drawback when solving
large instances. The numerical results demonstrate that CPLEX
version 12.5.1 could not prove optimality for INST2 and INST3
during a computational time of 3600 s. However, it should be
noted that, from a practical perspective, these solutions have
been considered very satisfactory by the industrial practitioners.

5. IMPLEMENTATION
Although a huge progress has been recently achieved on the
development of new mathematical formulations, conceptual
frameworks, and ontologies, the implementation of optimization
models in the industry is far from being trivial. The implemen-
tation challenges are due to a wide spectrum of issues that are
related to (a) understanding of the model capabilities and
limitations by the industrial practitioners; (b) definition of the
model specifications and their impact on the decision-making
process; (c) definition of the most relevant modeling trade-offs
(model detail vs computational time versus quality of the
solutions); (d) development of efficient models capable to be
used across several functions inside a company; (e) models as-
sessment; and (f) models scale-up to the development of robust
software applications.
The industrial context has motivated the present work, and

based on the results obtained, some guidelines are now provided
that may help academics and industry practitioners on the col-
laborative development and deployment of optimization tools. In
fact, our experience suggests that the implementation of optimi-
zation models in real production environments can strongly
benefit from a previous development of case-specific models,
oriented to confinedmanufacturing systems. These first develop-
ments provide academics and industrial practitioners with the

Table 1. Costs, Reactors Capacity Used, and Completion
Time for Product P1a

amount
produced (kg) process/lots

cost
(m.u.)

reactors
capacity used

(l)
completion
time (hours)

30 P1/1L30 1108.6 15600 112
P1/2L15 1134.6 15600 128
P1/3L10 1922.5 27100 152
P1/1L10 +
1L20

1341.5 19300 88

40 P1/1L40 1365.0 20300 40
P1/2L20 1595.0 23000 64
P1/4L10 2973.5 42300 136
P1/1L10 +
1L30

1903.0 27100 144

60 P1/1L60 1375.0 20300 40
P1/2L30 2511.8 35900 144
P1/3L20 2446.0 34500 88
P1/4L15 3021.6 42300 136

80 P1/1L80 1455.0 20800 40
P1/2L40 2782.2 40600 72
P1/1L20 +
1L60

2185.0 31800 80

P1/1L20 +
2L30

3623.2 51100 160

100 P1/1L100 2030.0 28600 88
P1/2L50 2823.7 40600 72
P1/4L25 5131.2 71400 168
P1/2L25 +
1L50

3631.2 51100 152

a1LOT30 = 1 lot of 30 kg; 2LOT15 = 2 lots of 15 kg; and 1LOT10 +
1LOT20 = 1 lot of 10 kg plus 1 lot of 20 kg, etc. Reactors capacity
used = total reactors capacity allocated to the process
Σk∈Kr

Σl∈Lr
Σt∈H(Vkrl

maxNklt) calculated during the post processing phase

of CPLEX.
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necessary knowledge and confidence to address more complex
problems. Thus, in general, the implementation approach should
go from case-specific to more general models.

Following a model-based approach, as suggested in this paper,
the definition of the scheduling problem should be done together
with the definition of themodel specifications. This will contribute

Figure 6. Production schedules: (a) INST1; (b) INST2; and (c) INST3.
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to the alignment of the problem requirements with the modeling
capabilities.
Test and evaluation of models are also critical activities, since

they provide valuable information for the identification of the
problem constraints and the development of solution ap-
proaches, targeting the improvement of the model performance.
In this direction, generic and flexible ways of delivering model
solutions are required. Powerful prototype visualization tools to
enable a fast analysis of solutions can in general be built with a
reasonable effort.

The solution methodology proposed takes into account some
of these implementation challenges and aims at contributing
to the development and deployment of optimization models
in industry. A major advantage of the methodology comes
from the fact that it is based on components that build the

Table 2. Cost Structure of Each Instance

instance profit (m.u.) value of the products (m.u.) storage costs (m.u.) operational costs (m.u.) backlog costs (m.u.) lot costs (m.u.)

INST1 48438.8 56000.0 1646.2 5520.0 0.0 395.0
INST2a 49441.4 56000.0 1413.6 4750.0 0.0 395.0
INST3b 48754.7 56000.0 1450.3 5350.0 0.0 445.0

aSolution within 3.32% of the optimal solution. bSolution within 5.34% of the optimal solution.

Figure 7. Supply chain planning matrix source.6

Figure 8. Process operations hierarchy source7

Figure 9. Planning information flow in a manufacturing system source.4

Figure 10. Automation pyramid source.8
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adequate information context (problem representation and
decision-making process) and thus support the design of
consistent models. We believe that methodologies as the one
proposed in this work can clearly lead to further improve-
ments in the area.

6. CONCLUSIONS

The existing planning and scheduling frameworks and ontologies
provide a view on general requirements, information flows, deci-
sions, and integration needs of the scheduling decision-making
processes. They present building blocks for structuring complex
and highly integrated systems. Nevertheless, these frameworks
do not yet give an answer to the question of how planning or
scheduling should be done in a specific company or industry.
This happens because planning and scheduling decision-making
processes are usually case-specific, and the available building
blocks are not enough to define and integrate optimization tools
in companies.
This paper proposes a solution methodology for doing the

production scheduling of chemical batch plants, supported by a
MILP model. Our methodology has integrated some character-
istics of the existing frameworks and was applied to a real case in
the chemical−pharmaceutical industry. We have developed a
MILP discrete-time model based on the one proposed by Moniz
et al.;56 however, other models could also be used. The data used
by the MILP is automatically taken from the process repre-
sentation tool developed in this work. The model is then run for
different scenarios. Scheduling solutions and key performance

indicators are represented in Gantt charts and tables to support
the decision-making process.
On the addressed case-study, two types of analyses were done.

First, an evaluation of the processes alternatives and their asso-
ciated costs was performed. Second, production schedules for
scheduling horizons of 1 and 2 weeks were produced. Numerical
results show that the model performed well in all instances.
However, CPLEX could not prove optimality for the larger
problem instances. In general, the developed framework proved
to be very useful for the company and provided a solid base for
structuring the scheduling data.
The proposed methodology has a set of advantages, which

are related to the general representation of the scheduling
problem that can be used by several departments in the
company and to the integration of the decision-making
process with the optimization model. In our view, this has
been a missing unifying point that could promote the adoption
of planning and scheduling optimization tools in the industry.
Methodologies should clearly define how tools should be
applied and used in the company decision-making processes.
In this field, research work is still required to map current
planning and scheduling practices into coherent method-
ologies capable of efficiently using tools, to systematically
deliver planning and scheduling solutions.
The experience presented in this work clearly shows the need

for new innovative approaches and further levels of cooperation
between academia and industry, to address the still open chal-
lenges in the adoption of advanced optimization approaches for
industrial companies.

Figure 11. Purdue reference model.11
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■ APPENDIX

Planning and Scheduling Frameworks
Various frameworks have been proposed, including work by
Myer and Rohde6 (Figure 7), Bassett et al.7 (Figure 8), Pinedo4

(Figure 9), Harjunkoski et al.8 (Figure 10), and ANSI/ISA-9511

(Figure 11).

Notation

Indices
d delivery period
l lot
k task
p product
r resource (processing unit, intermediary or final product)
t time interval

Sets
Drt demand of product r at time interval t
DWrld delivery window of lot l and resource r (final product) at

delivery period d
E processing units
H scheduling horizon
I intermediaries
INIS intermediaries subject to a nonintermediate storage

policy
Ik
NIS intermediaries produced by task k and subject to a

nonintermediate storage policy
L lots
Lr lots associated with resource r
Lk lots associated with task k
Kr tasks that require resource r (processing unit, interme-

diary, or final product)
Kr
c tasks that consume resource r (intermediary or final

product)
Kr
p tasks that produce resource r (intermediary or final

product)
P products

R production resources

Parameters
τk processing time of task k
νkrθ, νkrθ

p , νkrθ
c production/consumption proportion of resource

(intermediary or final product) r in task k at time
Θ relative to the start of task

cr
sto cost of storage of products and intermediaries r
ck
op operational costs of task k
cl
fix, cl

var. lot fix and variable costs
crll′ changeover time in processing unit r from lot l to

lot l′
f l
r tasks k associated with processing unit r and lot l
ql
min, ql

max minimum and maximum lot l size
Rrt
max maximum resource availability of resource r

(intermediary or final product) at time interval t
Rkrl
init resource r (intermediary or final product)

availability of lot l at task k in the beginning of
the planning horizon

T length of the scheduling horizon
Tld
ed earliest time interval of lot l at delivery d

Tld
dd latest time interval of lot l at delivery d

vr value of product r
Vkrl
min, Vkrl

max minimum and maximum capacity of resource r
(processing unit) for task k of lot l

Variables
βl amount of product manufactured by lot l − lot size

(continuous)
ξklt batch size of task k and lot l at time interval t (continuous)
∏krlt delivery of resource (final products) r of lot l at time

interval t available from task k (continuous)
Nklt binary variables that are equal to 1 if task k starts lot l at

time interval t
Rkrlt resource r (intermediaries or final products) availability,

produced by task k of lot l at time interval t (continuous)
Rkrlt
c amount of resource r (intermediaries or final products)

consumed from task k of lot l at time interval t
(continuous)

Rkrlt
p amount of resource r (intermediaries or final products)

produced by task k of lot l at time interval t (continuous)
Yl binary variables that are equal to 1 if l lot has been

produced
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