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Abstract
This paper proposes an interactive approach for narrative extraction from semantic graphs. The
proposed approach extracts events from RDF triples, maps them to their corresponding attributes,
and assembles them into a chronological sequence to form narrative graphs. The approach is
evaluated on the Wikidata graph and achieves promising results in terms of narrative quality and
coherence. The paper also discusses several avenues for future work, including the integration
of machine learning, graph embedding methods and the exploration of advanced techniques for
attention-based narrative labeling and semantic role labeling. Overall, the proposed method offers a
promising approach to narrative extraction from semantic graphs and has the potential to be useful
in various applications, including chatbots, conversational agents, and content creation tools.
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1 Introduction

Narratives are ubiquitous in human communication and understanding them is essential for
various applications[8], including information retrieval, summarization, storytelling, question
answering and content generation. However, defining narratives and formalizing them for
computational processing is a challenging task.

Narrative extraction is the task of automatically identifying, analyzing, and representing
narratives from textual or multimedia data[10]. Semantic graphs, which represent entities
and their relationships in a structured and rich manner, offer a promising framework for
narrative extraction that can capture both local and global coherence in a text[2].

The study of narratives has attracted significant attention in different research fields,
including computer science[8]. Most of the work in this field involves extracting narratives
from plain text using Natural Language Processing (NLP) techniques[10] or predefined
event-centric graphs[12]. However, extracting narratives from semantic graphs is a relatively
unexplored area, which is the focus of our work.
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Semantic graphs provide a structured source of information that is easier for computers
to understand. By defining narratives as graphs, we provide a universal representation that
simplifies accessing and transferring information between systems[9]. Despite the potential
benefits of semantic graphs for narrative extraction, existing methods face several challenges,
such as the complexity of the graph structure, the sparsity of data and the lack of sufficient
domain-specific knowledge[7].

The main contributions of this paper are twofold. First, we propose an interactive approach
for narrative graph extraction from semantic graphs, which combines string matching and
rule-based methods to capture the semantic and structural information of a narrative. Second,
we demonstrate the effectiveness and adaptability of our approach across different domains
and languages. In the following sections, we give background for common concepts in
this field, provide an overview of related work, describe our approach in detail, present
experimental results, and discuss future work and conclusions.

2 Background

This section provides an overview of general concepts that are relevant to fully comprehend
the context of this field of study.

Semantic graphs, sometimes also referred to as knowledge graphs, store domain/context
specific information about concepts and relations between them. The information stored
in semantic graphs can also be viewed as a set of triples, where each triple corresponds to
(Subject, Predicate, Object). In terms of graphs, these triples are represented as (Node,
Edge, Node). Those triples are also called RDF triples.

Resource Description Framework (RDF) is a standard description format used for describ-
ing and exchanging metadata and other resources on the web. It forms an important part of
the semantic web stack and plays a key role in enabling the interoperability and integration
of data across different systems and domains.

The information within semantic graphs is structured according to a web ontology. An
ontology, in web semantics context, is a standardized way of defining the hierarchy of concepts
and relationships that exist within a particular domain, using a set of classes, properties and
constraints.

SPARQL is a query language used to retrieve and manipulate data stored in RDF format.
SPARQL allows users to query RDF data by specifying patterns and conditions that the
data must match. These patterns can include information about the structure of the data,
the types of entities and relationships involved, and constraints on the values of properties.

3 Related Work

Narrative extraction is a challenging task that has attracted significant research interest in
recent years. Existing methods can be broadly classified into three categories: NLP methods,
rule-based methods and hybrid methods.

NLP-based approaches that have been prominent in the field of narrative extraction
can be summarized into five stages: Pre-Processing and Parsing; Identification and Ex-
traction of Narrative Components; Linking Components; Representation of Narratives and
Evaluation[10]. An example of this approach is narrative extraction from administrative
records[4].

Rule-based methods for narrative extraction rely on manually crafted rules or heuristics
to identify the narrative structure or content. These methods often require domain-specific
knowledge and are limited in their adaptability to new domains or languages. Those types
of approaches are sparse, the most recent one being [2], which uses pre-defined mappings
between event components and properties in Wikidata to extract events.
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Hybrid methods for narrative extraction combine NLP-based and rule-based approaches
to leverage their respective strengths. For example, [5] proposed a method that uses both
NLP-based and rule-based techniques to extract narrative events and their temporal relations
from Wikipedia biographies.

4 Approach

In relation to the existing work in this specific field, our contribution consists of expanding
the concept of events by removing constraints such as narrative genres and event classes,
allowing for more flexible narratives, as well as providing a web interface for deeper levels of
interactability and, consequently, higher generalizability. This approach can be described by
the pipeline in Figure 1. The next subsections describe, in detail, each step of the pipeline.

4.1 Narrative Definition and Ontology Specification
In this paper, narratives will be defined as ordered sequences of events. Although there is a
significant body of research focused on conceptualizing and defining narratives, this simplified
definition is sufficient for the purposes of this study. For the purposes of this study, an event
is considered an occurrence linked to a specific point in time. The 5W1H method, suggested
by [2], which involves answering questions related to “What”, “Where”, “Who”, “When”,
“Why” and “How”, will be used to describe events, with the “How” and “Why” questions
excluded due to their complexity, leaving only 4W’s: “What”, “Where”, “Who” and “When”.

To ensure consistency in the description of narratives, a web ontology was created. The
ontology has two primary classes: one to define events and the other to define narratives.
The event class includes four properties, one for each of the 4W categories mentioned above,
as well as a property to establish relationships between events and other entities that do not
fit into any of the attributes, although still fundamental for narrative flow. The narrative
class, as of time of writing this paper, has one property that links the narrative to its events.
However, the properties for the narrative class are still under development and will be
determined in due course. An example of an event in this ontology depicting the “Word War
I Ottoman Southern Front” can be seen in Figure 2.

4.2 Narrative and Graph Configuration
One of the primary challenges that we face in applying the rule-based approaches universally
is the inconsistency in graph structures across different domains[5]. This inconsistency affects
how the graph is traversed and how information is retrieved, making it difficult to find
a common ground between different graphs. Other inconsistencies, such as variations in
schema and uri prefixes for entities and predicates, add further complexity to the problem.
Furthermore, it is challenging to infer the meaning of ontology classes and predicates without
a clear understanding of the ontology itself.

Graph and narrative
configuration
acquisition

Narrative and event
definition Event identification Event attribute

mapping Narrative buildingRelevant entity
extraction

Figure 1 Approach Pipeline.
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Event1Ottoman
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Figure 2 Ontology Event Representation.

Designing an algorithm that can work with any semantic graph, without prior knowledge of
the specific graph, is a formidable task [6]. Our approach achieves adaptability by prompting
users to provide specific configuration parameters for their graphs, such as the property that
could replace “rdf:type”.

Graphs are not the only aspect that requires configuration. Narratives, being a subjective
topic, require user input on how they should look and behave. Primarily, there needs to be
a parameter that defines how “deep” a narrative should be, seeing as narratives can span
out infinitely due to event inter-connectivity. This is also commonly known as the “butterfly
effect”, which the parameter “depth” attempts to control.

Some graphs are too large for the algorithm to handle, such as Wikidata. Thus, it is
necessary to specify a parameter that controls how much information is retrieved from the
graph in order to avoid long execution times or even timeouts. We will refer to this parameter
as the “size”.

4.3 Relevant Entity Extraction
The first step of this algorithm involves identifying the entity that represents the input topic.
The topic is given by the user as a string. The algorithm queries the graph for this string and
returns all entities that are labeled as such, of which there can be more than one. The user
then needs to specify which entity they want the narrative for. This entity is then marked as
the main entity, and event extraction can begin using it as the central point.

Once the main entity is acquired, the identification and extraction of all entities relevant
to the narrative can commence. Relevant entities are the ones linked to the main entity
through some property and constitute the narrative space.

The entities are collected through graph traversing using Breadth-first search. The depth
of the search is set by the equivalently called parameter which defines how far should we
search from the main entity. The higher the depth, the more specific or irrelevant events get
in relation to the main entity.

4.4 Event Identification
To identify events within a semantic graph, our approach looks for timestamps associated
with graph resources. Two types of events can be derived by manually analyzing semantic
graphs and their contents: entity events and property events. Entity events are represented
by entities that depict real-world events, such as “World War 2” or “1952 Swiss Mount
Everest expedition”, while property events are represented by properties whose range is a
literal with datatype “date” and/or “time”, such as “date of birth”. While it is true that
there could be entities that define time instances, for the sake of simplicity, those are ignored.
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Property events are extracted from all relevant entities that are not classified as events.
The final set of events corresponds to extracted property events, as well as all relevant entities
classified as events. This set is then used for attribute mapping for each event.

4.5 Attribute Mapping
The process of event attribute mapping requires a deep understanding of entity and predicate
types. The assignment involves mapping all relevant data to each W of the 4W’s (Who,
What, Where, When) for every identified event, which is a challenging task. For this purpose,
we ask user to, manually, assign one of the 4 classes (“Person/Group”, “Location”, “Event”
or “Other”) to all extracted entities and properties for further processing. As a result, this
assignment can substantially influence the resulting narrative structure. The main advantage
of this approach is high adaptability to different graphs, since it does not rely on hardcoded
assignments.

For entity events, the attributes are mapped according to the following rules:
Who: All entities linked to the event entity that are classified as “Person/Group”.
What: Label of the event entity, concatenated with the property label that contains the
timestamp of the event, e.g. “start time”.
Where: All entities linked to the event entity that are classified as “Location”.
When: Value assigned to the property that contains the timestamp of the event.
Related to: All entities linked to the event entity that are classified as “Event”.

On the other hand, for event properties, the key difference is that not all objects of type
“Person” and “Location” that belong to the same entity are relevant to the event. Also, we
assume that all the necessary data is contained within the RDF triples of the same entity,
meaning that all incoming links to this entity are ignored. The first step is to find all triples
related to the triple containing the event property. This is done by clustering RDF triples
of the same entity based on Ratcliff-Obershelp similarity between each triple’s property
labels and only match properties that show similarity scores greater or equal than a certain
threshold, which, at this point of the development, has to be configured manually, through
trial and error.

Once we have the set of all related triples, the attributes are mapped according to the
following rules:

Who: All objects from clustered triples that are classified as “Person/Group”.
What: Label of the event property.
Where: All objects from clustered triples that are classified as “Location”.
When: Value assigned to the event property.
Related to: All objects from clustered triples that are classified as “Event”.

The summary of this process can be visualized in Figure 3 for entity events, and in Figure
4 for property events.

Battle of
Britain

Word War 2 United
Kingdom

10 July
1940

Horst
Tietzen

Battle of
Britain start

time

Word War 2

United
Kingdom

10 July
1940

Horst
Tietzen

Event

conflict

part of

start time

location

what who

whenrelated
to

where

Figure 3 Entity Event Example.
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Figure 4 Property Event Example.

4.6 Narrative Building
After gathering all of the relevant data, the next step in the event extraction process involves
assembling the narrative, which is, perhaps, both the simplest and the hardest step of the
process. For the purpose of this paper and for the sake of clarity, we will be using a simple
approach.

The narrative is essentially an ordered sequence of events that occurred within a certain
period of time. As the extracted events all contain timestamps, building the narrative becomes
a straightforward task of arranging the events in chronological order. This chronological order
will serve as the backbone of the narrative, providing a clear timeline for the sequence of
events. Since the goal is to build semantic graphs out of extracted narratives, each extracted
event becomes a node in the graph. These events are linked to their attribute nodes, which
can be either literals or other entities. A narrative is a node itself, linked to every event node
that constitutes it. The final narrative graph can be embedded into original semantic graph.

A more complex approach would involve incorporating other important concepts such as
the perspective of the narrator, interconnected narratives and character roles. However, these
more complex narrative-building options will be explored only after the primary method has
been fully developed and refined.

5 Preliminary Results

To evaluate the quality of our approach, we conducted experiments on the Wikidata graph,
a benchmark knowledge graph for information retrieval. The results were extracted in form
of a table, with each row corresponding to an event and each column representing an event
attribute. All results were obtained for parameters “depth” equals one and “size” equals
thirty.

For the first example, “Marie Curie” was used as the topic for the algorithm. Once the
correct type was selected for the topic, in this case a person, and all entity and property
classes were assigned, the program returned results seen in Figure 5. In total, we managed
to obtain forty-eight events, which had to be truncated to the first ten in order to fit in
this paper. In those ten example events, we can deduct the general flow of the narrative,
starting from birth and progressing towards marriage and winning an award. As can be seen
in the table, some attributes are optional, since those were not found. Overall, the “What”
attribute requires more inference from the part of the reader, since it is not always obvious
what it is referring to. This is one of the possible quality-of-life adjustments that could be
introduced.

Another topic used was “Battle of Greece”, a historical event, for which seven events
were extracted and can be found in Figure 6. Once again, events that were too large were
excluded due to space limitations. Just as in the first example, some items appear duplicated
due to errors in the implementation of the algorithm, which can be resolved easily. In this
short example, we can see the main entity, Battle of Greece, which is then linked to other
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Figure 5 Section of Extracted Narrative for Marie Curie.

Figure 6 Section of Extracted Narrative for Battle of Greece.

events, such as World War 2, Battle of Metaxas Line, Battle of Ptolemaida, and so on... Once
again, some attributes are omitted. The “Who” attributes in this case refers to participants
of respective battles.

Overall, despite there being a lot of room for improvement, our preliminary results
demonstrate the potential of our proposed approach for narrative extraction from semantic
graphs. Seeing as this is a work in progress, a better validation method is required once the
algorithm is finished to further evaluate the quality of produced narratives.

6 Conclusions

In this paper, we presented an interactive approach for extracting narratives from semantic
graphs. Our approach utilizes matching methods, rule-based techniques and string comparison
algorithms to analyse semantic graphs and extract narrative structures by converting them
into their own semantic graphs. Our approach was evaluated on the Wikidata graph and
showed promising results for a small sample size.

With that being said, there are several avenues for future work to further improve and
extend our method. One direction is the integration of graph-based algorithms, such as graph
embedding and graph neural networks[11], to enhance the model’s understanding of the
narrative. Another direction is the development of machine learning models for property and
entity classification, considering the vast amount of data provided by knowledge graphs[3].
Additionally, exploring more advanced techniques for attention-based narrative labeling
and semantic role labeling can further improve the quality of the results[1]. Finally, it is
important to evaluate our approach on other benchmark graphs and real-world datasets to
assess its adaptability and practical usefulness.

In conclusion, our proposed approach for narrative extraction from semantic graphs
represents a step forward in the field of event extraction and narrative understanding. We
believe that our approach has the potential to be applied to a wide range of real-world
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applications, including chatbots, conversational agents, and automated story generation.
We hope that our work will inspire future research in this exciting field and lead to further
advancements in narrative extraction and semantic graph analysis.
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