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Abstract. The class imbalance problem is a key issue that has received
much attention. This attention has been mostly focused on two-classes
problems. Fewer solutions exist for the multi-classes imbalance problem.
From an evaluation point of view, the class imbalance problem is chal-
lenging because a non-uniform importance is assigned to the classes. We
propose a relevance-based evaluation framework that incorporates user
preferences by allowing the assignment of differentiated importance val-
ues to each class. The presented solution is able to overcome difficulties
detected in existing measures and increases discrimination capability.
The proposed framework requires the assignment of a relevance score to
the problem classes. To deal with cases where the user is not able to spec-
ify each class relevance, we describe three mechanisms to incorporate the
existing domain knowledge into the relevance framework. These mech-
anisms differ in the amount of information available and assumptions
made regarding the domain. They also allow the use of our framework in
common settings of multi-class imbalanced problems with different levels
of information available.

1 Introduction

The class imbalance problem is a relevant problem with extensive research lit-
erature. It occurs in many application domains like medical, financial, meteo-
rological, and others. Assessing performance in these contexts has been studied
and several metrics were proposed. However, most proposals for this type of
problems are only applicable to binary classification problems [7]. Recently, the
multi-class imbalance problem has received increased attention.

In this paper, we address the key issue of performance assessment for multi-
class imbalanced domains. These domains require special purpose evaluation
metrics that are able to adequately reflect the preference biases of the users
concerning prediction errors. In imbalanced domains, the user is typically more
interested in the minority class(es) while the majority class(es) are usually less
relevant. Therefore, traditionally used measures, such as Accuracy, are not suit-
able for this type of problems due to their inability of taking into account the
user preferences. For multi-class imbalanced domains the few solutions that exist
are essentially extensions of metrics used for the binary case.



There is a direct connection between imbalanced domains and cost-sensitive
learning. However, when we face a cost-sensitive problem we have a cost matrix
defined for the task at hand that is used to assess the models performance. The
model with minimum cost (or maximum benefit) is the best. The tasks we are
addressing in this paper are different because there is a class imbalance but no
cost matrix is available. This is the usual setting when dealing with imbalanced
classes. Typically, the only information available regarding the user preferences
is informal and can be expressed as: “the minority class(es) is(are) the most
important one(s)”. This is an important class of applications as it is well known
that cost/benefit information is frequently hard to obtain or simply not available.

When the user preference bias is not uniform across the domain of the target
variable it is important to transfer this information to the evaluation metrics.
We propose a new evaluation framework that incorporates this information. The
proposed measures are based on the existence of different relevance/importance
scores for the problem classes and try to mirror the user preference bias in the
evaluation of the predictions of a model. This means that the same errors made in
two different classes with different importance scores can have different weights in
the final evaluation score. We also propose three mechanisms for estimating the
expected domain preferences in a typical imbalanced multi-class setting. These
mechanisms can be used when the user is not able to precisely specify each
class relevance. The proposed mechanisms differ in the assumptions regarding
the domain and amount of information that the user is able to provide.

The main contributions of this work are: i) highlight that existing metrics for
handling multi-class imbalanced domains are not always adequate ; ii) propose
a new evaluation framework that acounts for user preferences in multi-class
imbalanced domains; iii) propose three mechanisms for estimating the preference
bias in typical multi-class imbalance settings; and iv) compare the discrimination
capability of existing and new proposed metrics for this problem. This paper is
organized as follows. Section 2 describes existing metrics for handling multi-class
imbalance domains. Section 3 explains why these metrics are unsuitable for this
problem providing three examples where those metrics show unreliable results.
Section 4 presents our framework for performance assessment on multi-class
imbalance problems, and mechanisms to deal with different information levels.
Section 5 evaluates our framework regarding performance and discrimination
capability under different scenarios. Section 6 concludes the paper.

2 Evaluation Metrics for Multi-class Imbalanced Learning

Several metrics have been proposed to evaluate the performance within the prob-
lem of class imbalance for two classes. However, only a few have been successfully
adapted to address the more difficult problem of multi-class imbalanced domains.

Let C represent the total number of classes of a problem. Consider a C × C
confusion matrix, mat, for which matk,l represents the examples of the true class
k that were predicted as class l. For a class i, tpi represents the true positives
for class i; tni are the true negatives for class i, i.e., all the examples that were



correctly predicted and are not from class i; fpi is the number of false positive for
class i, i.e. all the examples incorrectly predicted as class i, and fni are the false
negatives for class i. We use ti and pi for the total number of true and predicted
examples for class i respectively, i.e., ti = tpi + fni and pi = tpi + fpi. The
indexes M and µ represent respectively a Macro and Micro averaging strategy for
a metric, where the first strategy averages the metric results over all classes while
the second uses the pooled results. With this notation, we define the following
metrics for a class i:

recalli = tpi
ti

(1) precisioni = tpi
pi

(2) Fβi = (1+β2)precisioni·recalli
β2·precisioni+recalli (3)

where β sets the relative importance of recalli in comparison with precisioni.
Table 1 presents a description of the existing metrics for multi-class imbalance

tasks. For a more comprehensive overview, we also include some multi-class
measures which were not specifically developed for imbalanced domains. The
Area Under the ROC Curve (AUC) is not considered in this paper. Although
some attempts have been made to also adapt AUC to a multi-class context [9]
we opted not to include it here for two reasons. The first reason is related to the
demonstrated incoherence of AUC metric [8]. The second reason concerns the
nonexistence of a well-developed ROC analysis for multi-class problems [14].

The metrics described in Table 1 can be clustered into recall-based (MAvG,
RecM , Recµ), precision-based (PrecM , Precµ) or general metrics (AvAcc, FβM
Fβµ, AvFβ , CBA, MCC, RCI and CEN) depending on the information used.
Thus, each type of metric presents a different evaluation perspective. While
recall-based metrics are focused on the true class labels, precision-based met-
rics consider the predicted class labels and the general metrics aggregate both
perspectives into a single value providing a global performance overview. An
alternative solution to Table 1 metrics consist of not aggregating the precisioni,
recalli and Fβi measures. However, this has the disadvantage of generating a
large number of results increasing the complexity of the analysis of the results.

The metrics in Table 1 present differences in both the range of values they
may take and the representation of the best performing classifier. For a straight-
forward comparison we present the metric value and a normalized value. This
normalized value corresponds to the metric value in a percentage, where 0%
matches the worst possible performance and 100% the best.

3 Unsuitability of the Existing Evaluation Metrics

The so-called ”imbalanced problems” are based on the assumption that the user
has a differentiated interest in the problem classes. In two-class problems the
user preference bias is, usually, towards the minority class. This also happens in
the multi-class context.

Several metrics have been proposed (cf. Table 1) to assess the performance in
multi-class imbalanced domains. We claim that these solutions are not adequate
for these domains because they fail to reflect the user preferences in several
situations and therefore can be misleading. To demonstrate this, we use the



Table 1: Performance assessment metrics for imbalanced domains with C classes.

Metric Description Definition

AvAcc Classes average accuracy. 1
C

∑C
i=1

tpi+tni
tpi+tni+fpi+fni

MAvG
Geometric average of recall in
each class [15].

C
√∏C

i=1 recalli

RecM
Arithmetic Macro-average of
recall in each class.

1

C

∑C
i=1 recalli

PrecM
Arithmetic Macro-average of
precision in each class.

1

C

∑C
i=1 precisioni

Recµ
Arithmetic Micro-average of
recall in each class.

∑C
i=1 tpi/

∑C
i=1 ti

Precµ
Arithmetic Micro-average of
precision in each class.

∑C
i=1 tpi/

∑C
i=1 pi

FβM

Mean Fβ measure evaluated
with Macro-averaged preci-
sion and recall [14].

(1 + β2) · PrecM · RecM
β2 · PrecM + RecM

Fβµ

Mean Fβ measure evaluated
with Micro-averaged precision
and recall [14].

(1 + β2) · Precµ · Recµ
β2 · Precµ + Recµ

AvFβ

Extension for any value of β of
the definition for F1 measure
to multi-class [4].

1

C

C∑
i=1

(1 + β2) · precisioni · recalli
β2 · precisioni + recalli

CBA Class Balance Accuracy [12].

∑C
i=1

mati,i

max
(∑C

j=1
mati,j ,

∑C
j=1

matj,i

)
C

MCC

Matthews Correlation Coef-
ficient introduced for two-
class problems and extended
to multi-class [11, 6].

X
YZ , whereX =

∑C
k,l,m=1 (matk,kmatm,l −matl,kmatk,m)

Y =

√√√√∑C
k=1

(∑C
l=1matl,k

)(∑C
f,g=1
f 6=k

matg,f

)

Z =

√√√√∑C
k=1

(∑C
l=1matk,l

)(∑C
f,g=1
f 6=k

matf,g

)

RCI
Relative Classifier Informa-
tion [13]

Hd−Ho
Hd

, whereHd = −
∑C
i=1

(∑C
l=1mati,l

C log
∑C
l=1mati,l

C

)
Ho =

∑C
j=1

(∑C
k=1matk,j

C Hoj

)
and

Hoj = −
∑C
i=1

(
mati,j∑C

k=1
matk,j

log
mati,j∑C

k=1
matk,j

)

CEN Confusion Entropy [16].

∑C
j=1 (PjCENj), where Pj =

∑C
k=1matj,k+matk,j

2∗
∑C
k,l=1

matk,l
,

CENj = −
C∑
k=1
k 6=j

(P jj,k log2(C−1)(P
j
j,k)+P jk,j log2(C−1)(P

j
k,j))

P ii,i = 0, P ii,j = mati,j/
(∑C

k=1(mati,k +matk,i)
)
, i 6= j

three cases described below. The user can also follow the strategy of observing
each class precision, recall and Fβ . To show this perspective, we also include the
evaluation provided by these measures for each class in the next examples.

Multi-class imbalance problems can be grouped into: multi-minority, multi-
majority and complete. In a multi-minority scenario one class has significantly
more examples than the mean number of examples of all classes, i.e., tmaj >> t̄,



Table 2: Cases 1 to 3 confusion matrix (top) and preci, reci and F1i (bottom).
Case 1 Case 2 Case 3

preds preds preds

t
r
u
e
s

c1 c2 c3

t
r
u
e
s

c1 c2 c3

t
r
u
e
s

c1 c2 c3 c4
c1 5 0 0 c1 1 0 3 c1 1 3 0 0
c2 0 10 0 c2 0 100 0 c2 9 1 0 0
c3 0 300 0 c3 0 0 200 c3 0 0 100 0

c4 0 0 0 200
Class reci preci F1i Class reci preci F1i Class reci preci F1i

c1 1 1 1 c1 0.25 1 0.4 c1 0.25 0.1 0.14
c2 1 0.032 0.063 c2 1 1 1 c2 0.1 0.25 0.14
c3 0 n. def. n. def. c3 1 0.985 0.993 c3 1 1 1

c4 1 1 1

Table 3: Performance assessment metrics in Case 1,2 and 3. N.Val: normalized
value; Ac.: Accordance with user preferences (misleading: ×, suitable: X).

Metric
Case 1 Case 2 Case 3

N.Val.(%) Value Ac. N.Val.(%) Value Ac. N.Val.(%) Value Ac.
AvAcc 36.5 0.365 × 99.3 0.993 × 98.1 0.981 ×
MAvG 0.0 0.000 × 63.0 0.630 X 39.8 0.398 X
RecM 66.7 0.667 X 75.0 0.750 × 58.8 0.588 ×
PrecM not defined × 99.5 0.995 X 58.8 0.588 ×
Recµ 4.8 0.048 × 99.0 0.990 × 96.2 0.962 ×
Precµ 4.8 0.048 × 99.0 0.990 X 96.2 0.962 ×
F1M not defined × 85.5 0.855 × 58.8 0.588 ×
F1µ 4.8 0.048 × 99.0 0.990 × 96.2 0.962 ×
AvF1 not defined × 79.8 0.798 × 57.1 0.571 ×
CBA 34.4 0.344 × 74.5 0.745 X 55.0 0.550 ×
MCC 65.1 0.301 X 98.9 0.978 × 96.2 0.923 ×
RCI 36.8 0.368 × 92.6 0.926 × 97.9 0.979 ×
CEN 97.8 0.022 X 98.1 0.019 × 98.5 0.015 ×

where t̄ =
∑C
i=1 ti/C is the mean number of examples of all classes. On a multi-

majority case a single class is significantly less frequent than the others, i.e.,
tmin << t̄. In the complete case, several classes can have a significantly larger
size than other classes which have a significantly smaller size relatively to t̄.

The cases described below exemplify the depicted scenarios. They illustrate
the unsuitability of the existing metrics and show the need of a more adequate
framework for this context. We assume that the most relevant classes are the
less populated. Tables 2 and 3 describe these cases.

Case 1: Multi-minority Example - In this case, the two minority classes
are correctly predicted and the majority class is completely mispredicted.

Case 2: Multi-majority Example - In this case both majority classes are
correctly predicted and the minority class is nearly always mispredicted.

Case 3: Complete Example - In this case two majority classes are correctly
predicted while the two minority classes are almost always mispredicted.

Table 3 includes a summary of the misleading metrics for the cases presented.
Generally, we observe that the metrics fail to correctly represent the user prefer-
ences. Either by providing an over- or under-estimated value, the metrics are not
able to correctly incorporate the domain knowledge, and therefore, the results



obtained are not reliable. In more detail, for case 1, MAvG, provides a result
of zero which is clearly not adequate given that both minority classes have a
perfect score regarding the recall metric, a problem also observed by [12]. The
remaining metrics marked in Table 3 for case 1 are misleading because they
present a normalized value approximately below 45%. In case 2, the minority
and most important class was almost always incorrectly predicted. However, all
metrics, with exception of MAvG, CBA, PrecM and Precµ, over-estimate the
value of the confusion matrix which can be misleading. In case 3 the metrics are
unable to show that both minority and important classes were almost always
incorrectly predicted. Although big mistakes occur on all minority classes, most
metrics normalized value is high or moderate which is misleading.

The cases described show that no metric provides reliable results in all situa-
tions. When the classes have a distinct relevance to the user it is unavoidable to
consider this relevance in the evaluation. Thus, a new framework is required for
embedding the relevance into the existing metrics. This framework should also
be usable when the user has a more informal information. So, mechanisms for
embedding different levels of information provided by the user are necessary.

4 A Framework for Relevance-based Evaluation

4.1 Relevance-based Metrics for Multi-class Imbalance Learning

Our proposal is based on the assumption that classes have different relevance for
the user. A certain number of classes may be extremely important while the per-
formance on other classes may be negligible. The key idea is to use the relevance
values as weights for the classes when evaluating the models performance.

The use of weights is a well-known strategy. However, only two metrics were
proposed using this notion. A weighted macro-averaging recall [2] was proposed
for multi-class although it was only used in binary classification. Moreover, no
guidelines for defining/choosing the weights were provided. A weighted AUC for
multi-class was presented [10], with weights determined by the classes prevalence.

Our relevance-based metrics proposal assumes that the user assigns an impor-
tance score to each problem class. Let us suppose that this domain information
is converted into a function φ() that maps each class into a relevance score in the
interval [0, 1]. The value 0 is assigned to a class with zero relevance, and the value
1 is assigned to a class with maximum relevance to the user. For instance, a rel-
evance function for a four-class problem can be define as: φ(c1) = 0.2, φ(c2) = 0,
φ(c3) = 0.9 and φ(c4) = 1. Fromthis illustrative φ() function, class c1 has a very
low relevance, class c2 is irrelevant, and classes c3 and c4 are very relevant.

Our proposal incorporates the user preference bias, expressed by the defini-
tion of a relevance function, in the metrics definition in the form of weights.
This means that, if a class is very important to the user, then the per-
formance on that class will also have a large weight in the evaluation. On
the other hand, misclassification errors of less relevant classes have a re-
duced impact on the final evaluation. Equations 4 to 8 present an adapta-
tion of recall, precision, Fβ − measure and CBA to incorporate relevance.



Recφ = 1
C∑
i=1

φ(i)

C∑
i=1

φ(i) · recalli (4) Precφ = 1
C∑
i=1

φ(i)

C∑
i=1

φ(i) · precisioni (5)

Fφβ = (1+β2)·Precφ·Recφ

(β2·Precφ)+Recφ (6)

AvFφβ = 1
C∑
i=1

φ(i)

C∑
i=1

φ(i)·(1+β2)·precisioni·recalli
(β2·precisioni)+recalli = 1

C∑
i=1

φ(i)

C∑
i=1

φ(i)·(1+β2)·tpi
β2·ti+pi (7)

CBAφ =
C∑
i=1

φ(i) · mati,i

max

(
C∑
j=1

mati,j ,
C∑
j=1

matj,i

) (8)

where φ(i) is the relevance of class i; ti and pi are the total number of true and
predicted examples for class i; and tpi is the number of true positives for class i.

With this framework we obtain the three evaluation perspectives: recall-
based, precision-based and general measures. These metrics were selected be-
cause they cover all perspectives under a simple formulation.

4.2 Mechanisms for Relevance Estimation

The above evaluation framework depends on the availability of domain informa-
tion regarding the classes relevance. However, this information may exist with
different levels of detail. We will consider 4 types of information:

-Informal: characterized by completely informal domain knowledge. This is
typical in imbalanced domains where no quantification regarding the importance
of each class exists. Frequently, it is only stated that “the minority classes are the
most important”. This creates serious problems to the performance evaluation
because the user does not specify the classes non-uniform importance.

-Intermediate informal: more information available although very limited.
We assume the user provides a partial order of the classes by their importance.

-Intermediate formal: more complete information available. We consider
that the user is able to provide a total order of the classes.

-Formal: the user provides a full specification of the relevance function.
Although being the ideal setting, this is not so common in real world domains.

We will present mechanisms to estimate the relevance function from these
different levels of available information. If the user fully specifies the relevance
function (formal level) no mechanism is needed. To denote this situation we will
add φ to the metrics name. The proposed mechanisms are pertinent because for
most imbalance domains the full relevance function is unknown. Our goal is to
incorporate the available domain knowledge in the evaluation framework.
Informal Level - Using Classes Prevalence (PREV)

When no preferences regarding the domain are provided, it is possible to
use the observed frequency of the classes to obtain valid relevance scores. Our
proposal sets the relevance of a class to be inversely proportional to its observed
frequency in the available data:

φ̂(i) = 1/ti∑C
i=1 1/ti

(9)
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Fig. 1: An example of a partially ordered set (left hand side) and the construction
of a LPOM for class E (right hand side).

where ti is class i total number of examples. Using the estimated relevance we
may obtain any of the proposed relevance-based metrics. We stress that the use
of this method is not mandatory for applying our framework, provided that the
user gives more domain information or specifies a relevance function.
Intermediate Informal Level - Using Classes Partial Order (PO)

A partial order specifies a binary relation which may hold between some pairs
of classes. This relation is denoted as c1 < c2 and is read as “c1 precedes c2”. In
the context of relevance-based metrics, the relation c1 < c2 represents that c1 has
a lower relevance value than c2, i.e. c1 is less important than c2. The relation is
named partial because it does not provide a full relation between all the classes,
i.e., there are pairs of classes named incomparable because the relation between
both was not specified. More details regarding partially ordered sets can be
obtained in [3]. Figure 1 shows on the left side an example of a partial order
on a problem with 7 classes. Several studies have been conducted to estimate
rankings from a partial order (e.g. [1]). However, as far as we known, no attempt
has been made to use the partial order of classes to estimate their relevance. The
main advantage of this method is that it is less demanding for the user when
compared to a full specification of the relevance function. Moreover, to use a
partial order of classes is preferable to not having any information at all .

To estimate the classes relevance using a partial order we will apply the US-
model [1]. This method builds a Local Partial Order Model (LPOM) for each
class. A LPOM for a class node X represents all the successor (S), predecessor
(P) and incomparable (U) nodes in relation to X. Then, the estimated average

rank of node X is defined as Rank(X) = (|S|+1)+(|S|+1+|U |)
2 = |S| + 1 + |U |

2 .
Figure 1 (on the right) shows the LPOM for node E. In this example node E
has 2 successors (nodes A and C), 1 predecessor (node D) and 3 incomparable
nodes (B, F and G). Node E ranking, according to the proposed US-model, is
Rank(E) = 4.5. Our proposal, uses the classes ranks derived from the partial
order provided by the user and estimates the relevance of each class i as follows:

φ̂(i) = Rank(i)
max∀i∈C Rank(i)

(10)

Intermediate Formal Level - Using Classes Total Order (TO)



Table 4: Case 1, 2 and 3 information for each mechanism.
Case 1 Case 2 Case 3

φ(c1)φ(c2)φ(c3) order φ(c1)φ(c2)φ(c3) order φ(c1)φ(c2)φ(c3)φ(c4) order

PREV 0.66 0.33 0.01 0.94 0.04 0.02 0.64 0.32 0.03 0.02

PO 1 1 0.4
c3 < c1 1 0.5 0.5

c3 < c1 1 0.86 0.57 0.42
c3 < c1 c4 < c1

c3 < c2 c2 < c1 c4 < c2
TO 1 0.67 0.33 c3 < c2 < c1 1 0.67 0.33 c3 < c2 < c1 1 0.75 0.5 0.25 c4 < c3 < c2 < c1
φ 1 0.9 0.1 1 0.2 0.1 1 0.9 0.2 0.1

This mechanism is similar to the previous one, but now the user is required
to provide a total order of the problem classes. This is a more demanding task
for the user because no pair of classes can remain incomparable. Still, it is less
demanding than fully specifying the relevance function. Given a total order,
only the magnitude of the classes relevance remains unspecified. We use the
US-model [1] previously used in PO mechanism. For a node X, Rank(X) =
|S|+ 1 because X has no incomparable nodes. The relevance is estimated with
Equation 10. The φ() function values are equidistant and range from 1

C to 1,
where C is the number of classes. The metrics obtained by each described
mechanism, have respectively PREV , PO and TO appended to their name.

4.3 Implementation Issues

To maximize the number of valid results supplied by the metrics, we exclude
from the calculations of precision and recall-based metrics, all classes i for which
recalli or precisioni are not defined and use the AvFφ1 extension presented in

Equation 7. This way, we can always obtain Recφ, Precφand Fφ1 and maximize

the number of obtained results for AvFφ1 . With the extension proposed in [5]

AvFφ1 is only undefined when class i has neither true values nor predictions. To
allow a fairer comparison we also applied these strategies to existing metrics.

5 Experimental Evaluation

5.1 Agreement with User Preferences

We will now present the performance of the proposed metrics in the cases
described in Section 3. Table 4 provides the user-defined relevance and the
relevance inferred from a simulation of incomplete user information using the
mechanisms defined in Section 4.2. The performance results are shown in Ta-
ble 5. Generally, we observe that the metrics considering the proposed evaluation
framework are able to overcome the difficulties detected on the other existing
metrics. The new metrics are capable of reflecting the user preferences indepen-
dently of the level of information considered. It is noteworthy that for the most
informal levels of information (PREV and PO) the results obtained for all the
cases are preferable to those of the other existing metrics. Moreover, the results
become more adjusted to the user preferences with the increase of the informa-
tion level. In summary, all the proposed mechanisms show results that are more
in accordance with the user preferences than the previous existing metrics.



Table 5: Performance assessment metrics normalized value for Cases 1, 2 and 3
(in bold: values in accordance with user preferences).

Metric
Case

Metric
Case

Metric
Case

1 2 3 1 2 3 1 2 3

AvAcc 36.5 99.3 98.1 RecPREV 98.9 29.2 24 RecTO 83.3 62.5 43

MAvG 0 63 39.8 PrecPREV 67.7 100 17.8 PrecTO 61.3 99.8 41.5

RecM 66.7 75 58.8 FPREV1 80.4 45.3 20.4 FTO1 70.6 76.9 42.2

PrecM 34.4 a 99.5 58.8 AvFPREV1 68 43.4 17.8 AvFTO1 52.1 69.9 40

Recµ 4.8 99 96.2 CBAPREV 67 29.2 13.7 CBATO 51.1 62.3 37

Precµ 4.8 99 96.2 RecPO 83.3 62.5 46.7 Recφ 95 42.3 29.1

F1M 45.4 a 85.5 58.8 PrecPO 51.6 99.6 46 Precφ 54.2 99.9 28.4

F1µ 4.8 99 96.2 FPO1 63.7 76.8 46.4 Fφ1 69 59.4 28.7

AvF1 35.4 a 79.8 57.1 AvFPO1 44.3 69.8 44.3 AvFφ1 52.8 53.8 26

CBA 34.4 74.5 55 CBAPO 43 62.1 41.5 CBAφ 51.5 42.2 22.3
MCC 65.1 98.9 96.2
RCI 36.8 92.6 97.9
CEN 97.8 98.1 98.5
a Evaluated using the strategies described in Section 4.3

We also tested the proposed metrics on 16 real world data sets∗. Although we
observe differences in the metrics results, it is not possible to assess the agreement
with the user preferences because, in this case, we lack a ground truth.

5.2 Discrimination Capability

In this section we assess how well the metrics recognize different situations ex-
pressed in the confusion matrix. We consider problems with 3 or 4 classes and
determine the percentage of different scores obtained by each metric in all pos-
sible confusion matrices for a problem.

We tested the multi-minority, multi-majority and complete scenarios, with
problems with 3, 3 and 4 classes respectively. A problem with 3 classes with i, j,
and k examples is denoted by i− j − k. For instance, problem 2-4-15 has 2 , 4
and 15 examples of classes c1, c2 and c3. We tested multi-minority (i−j−k) and
multi-majority (i− k− l ) problems with i ∈ {2, 3}, j ∈ {4, 5}, k ∈ {15, 16} and
l ∈ {17, 18}.We only analysed problems 2-3-9-10 and 2-3-9-11 on the complete
scenario due to the exponential number of confusion matrices generated.

Figure 2 shows the difference between the discrimination percentage of pairs
of metrics (a relevance-based metric and an existing metric). Relevance-based
metrics achieve a higher discrimination capability when compared to their corre-
sponding initial proposals. Only metrics based on recall and CBA present some
difficulty in improving the discrimination capability where we obtain differences
of zero or negative in 5% and 2% of the results respectively. The results show
that the proposed evaluation framework is able to better discriminate different
setups in multi-class imbalanced problems. In summary, our experiments show
that our proposal provides an enhanced discrimination capability and results
more in accordance with the user preferences.

∗The experimental framework, code and results of this evaluation is available in
https://github.com/paobranco/Relevance-basedMulticlassImbalanceMetrics

https://github.com/paobranco/Relevance-basedMulticlassImbalanceMetrics
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Fig. 2: Differences in the percentage of discrimination achieved between existing
and corresponding proposed metrics in each scenario.

6 Conclusions

Class imbalance is a problem appearing in many relevant application domains.
Performance assessment under this situation is a key issue that has been ad-
dressed, mainly, for the two-classes case. For the multi-class imbalance problem,
only a few solutions exist. We have shown that existing metrics for multi-class im-
balance domains are not adequate in certain cases. We propose a new relevance-
based evaluation framework that integrates the notion of a non-uniform impor-
tance across the target variable domain through a relevance function.

The evaluation of imbalanced domains is still an open issue in two-classes
and multi-class problems. Relevance-based metrics are suitable for evaluating
predictive tasks on imbalanced domains because they are able to reflect the
user preferences. Such metrics easily adapt to different types of domain knowl-
edge. We provide three mechanisms to facilitate the users task of embedding
domain knowledge into the proposed relevance framework for performance as-
sessment. This integration boosts the capability of correctly reflecting the per-
formance of cases that other measures are not able to capture. We also show
that these metrics present an enhanced discrimination capability. For repro-
ducibility purposes, all the code used in this paper is available in https:

//github.com/paobranco/Relevance-basedMulticlassImbalanceMetrics.
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