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Abstract. Recommender systems (RS) are increasingly adopted by
e-business, social networks and many other user-centric websites. Based
on the user’s previous choices or interests, a RS suggests new items in
which the user might be interested. With constant changes in user be-
havior, the quality of a RS may decrease over time. Therefore, we need
to monitor the performance of the RS, giving timely information to man-
agement, who can than manage the RS to maximize results. Our work
consists in creating a monitoring platform - based on Business Intelli-
gence (BI) and On-line Analytical Processing (OLAP) tools - that pro-
vides information about the recommender system, in order to assess its
quality, the impact it has on users and their adherence to the recommen-
dations. We present a case study with Palco Principal1, a social network
for music.

1 Introduction

Websites like Amazon2 or eBay3 incorporate Recommender Systems (RS) that
can use, for example, history from users purchases to train a recommendation
model able to predict new products that they may be interested in.

Because the behavior of users may change [1, 2], it is possible that a RS
degrades its quality over time. Also, as it is possible to have many different rec-
ommendation models (by using different algorithms or parameterization) for a
given problem. Therefore, even if the performance of the current RS does not
degrade, it is possible that a different model will provide better recommenda-
tions. All these factors generate the need for methods and systems to monitor
or support the management of RS.

The goal of this work is to develop a Business Intelligence-based system to
monitor RS. Our approach consists of implementing BI tools such as dashboards,
reports and OLAP that provide information on the behavior of the RS used on

1 http://www.palcoprincipal.com
2 http://www.amazon.com/
3 http://www.ebay.com/
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a site. These tools are based on a data warehouse (DW), which is the central
component of our proposal. We also illustrate the use of the proposed approach
with the system that was developed for Palco Principal, a social network for
music.

2 Business Intelligence

Business Intelligence is based on tools and techniques to store, manage and
analyze large amounts of business data to support the decision making process.
The data is stored in data warehouses (DW) and some of the tools that are
commonly used for analysis include OnLine Analytical Processing (OLAP) and
data mining.

A DW is a database used for storing the data needed for decision making
processes in an organization. It is usually separated from the organization’s
operational database because the two databases are organized in a different way,
as they serve different purposes.

The DW is used for information processing, allowing the analysis of consol-
idated and historical data. The data is stored in the DW by ETL (Extract,
Transform and Load) processes: they extract data from the operational system,
transform it in order to suit the needs of the decision support system and load
the data into the DW. The data warehouse consists of dimension and fact ta-
bles. A fact table is the primary table in the dimensional model and also stores
numerical measurements (measures) that represent the indicators that are rel-
evant to support decisions, and the foreign keys that connect to the dimension
table’s primary keys [3]. The dimension attributes serve as the source for query
constraints, grouping and report labels, making the dimension tables the entry
point to the fact table. A generic example is: to answer the question “What
was the store’s revenue, by user age?”, the fact table would contain the measure
“revenue” and one of the dimension tables would have a “user” attribute.

2.1 Pentaho

Pentaho [4] is a Business Intelligence suite that includes a wide range of analyt-
ics tools, including data integration and On-line Analytical Processing (OLAP)
analysis. It is based on open source projects and there are two versions available:
Pentaho Enterprise and Pentaho Community.

Pentaho’s Business Analytics Platform is Web-based, which enables it to be
accessible anywhere and using any platform. Its interface allows the user to
create, edit or view analysis: charts that illustrate the DW’s information. Here,
the administrator can also manage users, database connections and scheduled
tasks.

The data integration tool of Pentaho is Spoon [5], from the Kettle [5] project.
It is used to create the DW and also the ETL processes used to populate it
with data from the operational databases. The ETL processes transform the
data according to the requirements of the monitoring system. We can use the
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Schema Workbench [5] to design the cube, with its dimensions and measures, to
be used by the OLAP and other analytics tools. For data analysis, Pentaho uses
the Saiku plugin [6], which is a web based analytics solution that allows users
to perform OLAP analysis. Pentaho’s workflow can be viewed in Fig. 1.

3 Recommender Systems

Recommender Systems [7] allow websites to dynamically display up-to-date con-
tent that suit the preferences of the user, also satisfying the users’ complex and
diverse needs and behaviors. This is usually accomplished by collecting site in-
formation and storing it into a database. The data typically concerns the charac-
teristics of the content in the site (content data: e.g. the products sold in the web
site), user (user data: e.g. age, gender, location) and the interactions between
the user and the site (usage data: e.g. products browsed and bought, alongside
with the users that performed those actions). The RS analyses information from
this database and uses it to generate recommendations. Examples of services
using Recommender Systems are Amazon.com and eBay [8], which recommend
new products to the user, based on his browsing and purchasing history.

To generate the recommendation, as we can see in Fig. 2, the system can use
different algorithms and parameter configurations to originate the models. The
next phase consists in selecting the model to be used, and it can be performed
manually or automatically. The selected model will generate the recommenda-
tions that will be sent to de web site.

An example of a recommendation technique is Collaborative Filtering. It sug-
gests new items to a user based on the items the user likes and the opinion of
users with similar tastes. This technique can predict the likelihood of a user be-
ing interested in one item and, then, recommend him the items he will probably
like most, provided that the items haven’t been yet rated (or bought, accessed,
etc.) by the user [9].

Monitoring recommender systems has been recognized as an important part
of the system itself. This can done obtrusively by conducting surveys or fo-
cused studies [10, 11] or by seamlessly collecting and analyzing user behavior
data [12, 13]. Our work follows the later approach. We propose a business intel-
ligence system to provide the manager of the recommender system to explore
user behavior data in response to recommendations made by the system. This
approach has the advantage of not having to explicitely ask questions to the
users and also not making strong assumptions concerning the questions that the
site manager might ask.

4 BI Architecture for Monitoring RS

Monitoring Recommender Systems enables the assessment of the behavior of
recommendation models. Although, the most important aspect is the quality
(e.g. whether a recommendation is followed by the user), other aspects may be
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Fig. 1. Pentaho’s Workflow
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Fig. 2. Recommendation Generation Workflow

interesting as well (e.g. variety of the recommendations). Additionally, monitor-
ing may focus on the evaluation of a single model over time or it may compare
different models. This way, the website administrator can switch between recom-
menders in order to achieve the business goals. He/she may also take measures
to improve the ones that are not behaving the way they are intended to. To do
this a tool is required to support the analyses of the recommendations and help
to find the circumstances under which they are performing better or worse.

Monitoring a RS enables:

– Evaluating recommendation performance: we can measure the acceptance
rate of the recommendations made by this system and compare it to other
values from previous points in time;

– Evaluating the recommender operation mode: this leads to being able to
adapt the recommenders to the users;

– Managing recommenders: if the monitor shows that recommender A is per-
forming worse than usual, the site administrator can switch to recommender
B and see how it behaves;

– If integrated with the the BI system for the whole business, the RS moni-
toring system may help understand how it is contributing (or not) the the
business goals.

For example, Fig. 3 shows a comparison of the number of positive actions
(accepted recommendations) and negative actions (rejected recommendations)
for each of the recommendation models used. The models here are represented
by the date in which the system has started to use them. As we can see in the
chart, some models originate more positive actions, while the negative ones are
nearly the same for every model. Using this information, the site administrator
can select the model to be used to generate the recommendations.
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Fig. 3. Comparison of positive and negative actions for recommendation model

Fig. 4. Spoon Transformation

5 Case Study: Music Portal

Palco Principal (PP) is a social network based on music. Its members are In-
ternet users with interests on that kind of content: artists and listeners. The
artists upload their music to the website, along with metadata characterizing
the uploaded tracks, such as genre and pace.

The listeners, upon registration, are invited to choose their preferred music
genre and, then, the Recommender System can start recommending content
based on the user’s preferences. After listening to the recommended items, the
user can either add them to a playlist or to a blacklist. These factors will hereafter
be considered by the RS to generate new recommendations.

To make the most effective use of recommendations, the manager of the web
site needs to know how the recommender system is behaving and how users are
responding to it. Therefore, every recommendation that is shown is stored in a
database. This data is processed in Spoon, using the process shown in Fig. 4,
and loaded to the data warehouse represented in Fig. 5.
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Fig. 5. PP’s data warehouse schema

The data warehouse used for this job (Fig. 5) can be represented by a star
schema: it is composed by a fact table surrounded by several dimension tables.
This design style was chosen because it provides better query performance. This
is accomplished due to the faster aggregation capabilities, when compared to the
snowflake schema (that is composed by various stars that are connected to each
other). This performance increase is achieved because queries can be written
with simple inner joins between the fact table and the dimension tables.

Here we have the fact table surrounded by the dimension tables: dim time,
dim date, dim location, dim user, dim item, dim score, dim rank, dim action,
dim recommender, dim request, dim parent object and dim trigger. The dimen-
sion tables are then linked by the foreign keys in the fact table, which also stores
some measurements: latency (time interval between the recommendation and
the user reaction) and indicators to the type of the action (positive or negative).
These attributes are the ones we want to measure for the analysis. For each
item recommended, a row in the fact table is created, and it is either linked to
the corresponding rows on the dimension tables (if they already exist) or the
dimension tables rows are created and then the fact row is linked to them.

For the proper functioning of the monitoring system we expect certain data
to be imported from the database of the operational system of the website: the
content of the site, the users and the offered recommendations. This way we
can relate the recommendations with the characteristics of the items and of the
users. We can relate any of the attributes from the recommendations with any
of the attributes of the users and/or the items, as shown in Fig. 6, which shows
a fragment of the schema in Figure 5.
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Fig. 6. Relation between Users, Items and Recommendations

5.1 Recommendation Monitoring Functionalities

With this DW we can, for example, analyze the difference between positive
(adding an item to a playlist) and negative (adding the item to the blacklist) ac-
tions, taking into consideration the date when the recommendations were made,
as shown in Fig. 7. In this figure, we can see that the number of positive actions
is always bigger than the negative ones, but also that the system registered more
actions (positive or negative) during 2011 than during 2012. With these results
the administrator could decide to switch back to the recommender used in 2011,
if it was a different one, in order to obtain better results.

Another possible analysis can be in terms of the time of the day when the
recommendations are made and the actions on those recommendations are per-
formed, as depicted in Fig. 8. In the chart, we can see a peak of actions in the
afternoon. This can be a consequence of the global usage of the site. However,
if during this time of the day the system was using a different recommender,
the administrator can decide to use that recommender for the rest of the day,
expecting to increase user interaction with the website. On the other hand, if the
recommendation model is the same, this could mean that different models should
be used at different times of the day. He could also take precautions (in terms
of system resources) so that during that period there will not occur problems in
the website due to an overload of requests.
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Fig. 7. Positive and Negative Actions by Date (Year and Month)

Fig. 8. Positive and Negative Actions by time of day

The site administrator can also analyze reactions to recommendations accord-
ing to the gender of the user Fig. 9 shows that, while the gender has nearny no
impact in negative actions, male users tend to perform more positive actions
than females.

The administrator can also view the distribution of actions in terms of the
user countries. Fig. 10 shows that most actions are made by users from Portugal
(70.4% of positive and 88.8% of negative actions), followed by Brazil, Angola and
Mozambique. This is expected because the site was first launched in Portugal
and the other portuguese-speaking countries.

Fig. 9. Positive and Negative Actions by user gender
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Fig. 10. Positive and negative actions by User’s Country

Fig. 11. Positive and negative actions by Item’s Rank in Previous Recommendations

We may also want to know if the rank of the item in the recommendation
affects the likelihood of it being accepted by users. Fig. 11 shows that when the
rank is high (i.e., the recommendation is stronger), there are more actions on
the item. The administrator can then tune the recommendation system based
on this fact.

In this system, a recommender model is identified by the date and time when
it started being used and not only by the name of the algorithm that gener-
ated it. This happens because new models may be generated using the same
algorithm (and even the same parameter values), using different sets of data.
This is necessary for several reasons, including the fact that there are con-
stantly new users and items, and the model information needs to be updated.
Also, the recommendations can be made from cache memory, when similar re-
quests have been made. In Fig. 12 we can see the difference between the newly
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Fig. 12. Positive and negative actions by Recommender Model and whether the Rec-
ommendation was (chart with title “yes”) or not (chart with title “no”) made from the
cache

calculated recommendations (left chart) and the ones made from cache memory
(right chart).

5.2 Summary

Using Business Intelligence tools, the site administrator can monitor and assess
the performance of the recommendation systems, simply by analyzing charts
containing data from the acceptance or rejection of the recommendations. These
analyses can help the administrator in tasks such as switching on and off the
recommenders, or tuning their parameters differently, in order to improve the
system’s performance.

The system can also be used to analyze other aspects that were not illustrated
here. Information such as, for instance, what are the most recommended items,
what type of music is most often recommended, may also be useful for the site
administrator.

6 Conclusions and Future Work

With the introduction of recommender systems in e-business and social websites,
and since the performance of the recommendation models may vary over time
(due to, for example, changes in user behavior), there is a need to develop tools
for monitoring them.

In this paper we have proposed the use of Business Intelligence Tools in order
to complete that task. Using these tools, system administrators may assess the
online performance of the system and use this information to improve the over-
all system’s quality, either by switching between algorithms, triggering model
updates or fine-tuning parameters.

Despite the difficulty in evaluating our proposal, it would be worthwhile con-
sidering a process that allows the site manager to score the utility of each feature
at each moment.

It would also be useful to have a tool or process that would grant the admin-
istrator the capacity of measuring the impact of the monitoring architecture and
tools on a production system.
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Additionally, it would be useful to automate the management process. This
means the ability to dynamically select different recommendation algorithms,
calibrate parameters or, at least, support the site administrator in that task
by providing recommendations. One approach is metalearning, which consists
of modeling the relationship between data and the performance of the algo-
rithms [14]. Such a tool could use the data store in the monitoring database
described in this paper.
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