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Abstract This paper focus on the classification, in real-time and under un-
controlled illumination, of fabric textures for the automotive industry. Many
industrial processes do not permit effective control of illumination of their
vision based systems, hindering their effectiveness. The ability to overcome
these problems using classification methods with suitable pre-processing tech-
niques and choice of characteristics will allow to increase the efficiency of this
type of solutions with obvious production gains and thus economical. For this
purpose, in this paper was studied and analyzed various pre-processing tech-
niques, and were also selected the most appropriate fabric characteristics for
the considered industrial case scenario. The methodology followed was based
on the comparison of two different machine learning classifiers, ANN and SVM,
using a large set of samples with great variability of illumination conditions in
order to faithfully simulate the industrial environment. The obtained solution
shows the sensibility of ANN over SVM in respect to the number of features
and the size of the training set, showing the better effectiveness and robust-
ness of the last. The characteristics vector uses histogram equalization, Laws
filter and Sobel filter, and multi-scale analysis. By using a correlation based
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method was possible to reduce the number of features used, achieving a better
balanced between processing time and classification ratio.

Keywords Computer vision - Perception and Recognition - Fabric Analyses -
Machine Learning - Uncontrolled Illumination - Automotive Industry

1 Introduction

Today’s industrial manufacturing environment, and driven by the current mar-
ket globalization, has taking into consideration competitive factors, such as
time, cost and quality of the products fabricated. Furthermore, products are
more and more characterized by customization and increased complexity. The
conjugation of both of these factors, leads to the need of companies to be
able to continuously and quickly adapt all entities inherent to manufacturing
systems, namely the ones related to manufacturing resources, materials, and
information flows [35].

Nowadays, and due to the constant development of technology, sophisti-
cated machinery is increasingly available, helping companies to achieve a sig-
nificant increase in production process control, guarantying products quality
and reducing machinery set-up time.

In this context, the growing of real-time artificial vision systems with low
computation cost has been a good promoter for its introduction in industrial
production systems. This type of technology is in our days being explored in
diversified fields of application like sensing, inspection [1] or even perception
[2,3] and learning [5-7], resulting on its increasing importance in automation
systems of the future and providing tools for better production technologies
and quality control.

In the textile industry the recognition of fabric textures is usually made
manually. The little automation effectively used normally achieves poor re-
sults mostly due to uncontrolled light conditions that severely contribute for
reducing the systems efficiency.

Considering this machine vision drawback, this paper addresses an au-
tomotive industrial case scenario where the current system used for fabric
textures recognition (Figure 1) presents poor results, showing that is not self-
sustainable. Hence, it becomes necessary to provide the system with extra
tools to improve its reliability and robustness. To achieve this goal different
machine learning methods with different combinations of features were ex-
plored and applied in the industrial cell. With the development of this system
becomes possible the early detection of fabric textures nonconformities on the
assembled products, with high degree of reliability and robustness.

Today, lighting is still one of the most critical factors that influence the
success of a machine vision system, having direct impact on the accuracy,
reliability and response time of the same [8,9]. As a result many machine vi-
sion applications adopt/require solutions to condition the ambient light [3,
9]. Therefore, the ability to overcome the uncontrolled illumination issue with
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Fig. 1 The considered industrial work cell. It consists in an artificial based vision system
used for quality control of fabrics on doors interiors in the automotive industry.

suitable techniques of pre-processing and choice of specific image characteris-
tics will allow to increase the efficiency and reliability of machine vision based
identification systems, with obvious production gains and thus economical.

2 PROBLEM STATEMENT
2.1 Challenge

The automotive industry is very peculiar, due to the products and the mar-
ket nature. A car is a rather complex product to build, with short life-cycles,
mass produced, and with very high quality requirements. Therefore, the sup-
pliers of the automotive industry combine short product life-cycles, with high
throughput seasonal demands and very restrict quality control. For example,
the automotive plastics industry produce the parts just-in-time and directly
customized to the car being produced in the final automotive assembly line,
that can be located hundreds or thousands of kilometers away.

Simoldes Plésticos' currently assembles car doors interiors, in which uses
a component produced with textile-in-mold injection. This small component

1 http://www.simoldes.com/plastics/
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is assembled in the door interior part, also in plastic, and before the shipment
to the client the color/pattern of the fabric must be checked against the ref-
erence in the bigger part. Due to the nature of the quality control machine is
not possible to have a complete dark set-up vision system, which makes the
system used nowadays (based on color analysis) very sensitive to the ambient
illumination.

2.2 Objectives

Considering the problem described, the objective of this work is to create a
robust artificial vision based system for automatic fabric texture identification
that meet the industrial requirements: the algorithm must be computationally
fast; and the recognition rate must be close to 100%.

Having this objective in mind, this work is divided in two parts: firstly are
explored two different machine learning approaches while applying different
image processing methods to extract the necessary features; and secondly the
use of algorithms that perform the best selection of the features and analyze
the computation cost and efficiency of each learning method in order to achieve
the best solution.

2.3 Laboratory Work Cell and Data Set

To test the robustness of the algorithms is necessary a high number of images
in different light conditions and in different positions considering all possible
types of fabric textures.

In this particular test case were considered eight different classification
classes, visible in the Figure 2. During one month were collected images of
this texture fabrics in the Robotics Laboratory of the Mechanical Department
in University of Coimbra. This laboratory has an open space with multiple
windows and no shuttles recreating the factory conditions, i.e., an industrial
shoop floor with no control of the environment light.

To collect the required images and simulate the desired functionality a
work cell was created (Figure 3), consisting on a software application that
interacts with an industrial robot and a CCD camera placed on the robots
end effector (eye-in-hand). The application gives order to the robot to move
to the first position. When it reaches the required position, it gives a signal to
the application to collect the image of the first fabric texture (to acquire the
images was used an application based on Aforge. NET [23]). After performing
the first collection the application gives order to the robot to move to the
second position. This task is repeated for all eight fabric textures. In each cycle
the application collects eight images. Moreover, to increase the robustness of
the application, namely invariant to parts that were placed upside down, in
each cycle the robot rotates the camera one hundred and eighty degrees.

Figure 4 presents an example of one of the considered fabric textures (class
1) under different weather and environment lighting conditions. The natural
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Class 2 Class 3 Class 4

Class 6 Class 8

Fig. 2 Fabric textures classes from Simoldes Plasticos production line.

Fig. 3 Laboratory work cell set-up.

weather information was extracted from a weather forecast internet site in the
beginning of each trajectory cycle of the robot.

Furthermore, a Human-Machine Interface was also developed. The created
interface can be divided into two parts: the first to perform the classification
and show the results to the operator; a second to give the possibility to improve
the classifier by training the same. The second tab of the application was used
to show the previous saved images, taken during the execution of the system,
and where the operator choose the correct class label of the sample. After this,
the classifier is retrained and will be more precise the next day of work.
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Light\Weather Clear Scattered Partly Mostly Overcast

Natural

Artificial

Fig. 4 Images example of one of the fabric textures (Class 1) under different weather and
uncontrolled environment light conditions.

3 MACHINE LEARNING METHODS

In the literature is possible to find different methods to solve a classification
problem [11-15]. Each method claim its advantage depending on the appli-
cation in study, and is inconclusive that one method is better than all the
others. Therefore, to create a robust algorithm 1880 images were collected
and analyzed using 1424 for classifiers training purpose and the other 456
for testing. The distribution of this data set considering the outdoor weather

("clear””scattered” ,” partly”,” mostly”,” overcast”) and the room light condi-
tion ("natural” or with ”artificial” light) is presented in Figure 5.

Data Set Distribution Considering the Weather Condition
1200

1000 I

@
=

Number Of Samples
L2}
8

400

200

; L | .

Training Natural Training Artificial Test Natural Test Artificial
B Clear ®Scattered ®Partly =Mostly ®Qvercast

Fig. 5 Graph showing the distribution of the train and test images by the weather condition
that was verified when the image was extracted.
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The classifiers explored were Support Vector Machine (SVM) [37] and Ar-
tificial Neural Networks (ANN) [36], using the implementation available in
MATLAB software. These two methods have been widely used and explored
in different areas of application [16-20]. Furthermore, they have been applied
successfully in past textile industry applications [13,14].

A huge amount of tests were performed to reach the best classifier model,
especially in what refers to the ANN classifier due to its dependency on the
initial weights. Based on the best practice shown on [21], these weights were
randomly initialized in each test, and in the end were obtained the most reliable
values for the presented case study.

In what refers to the ANN model, the configuration selected was a single
network with 4 neurons in the hidden layer, with a sigmoid transfer function,
and a linear transfer function in the output layer. Moreover, for training the
neural network was used the Levenberg method with a learning rate of 0.1
and the mean square error as performance evaluation. In the case of SVM the
best model was obtained using the Sequential minimal optimization (SMO)
method with a third order polynomial kernel and a cost equal to 1.5.

In the solution adopted was decided to use supervised instead of unsuper-
vised learning, since the first is indicated for cases where the categories/classes
of the data are known in advance. This is the case of the industrial case study
presented in this paper where all types of fabrics to be classified are clear
defined in advance.

For its turn, unsupervised learning refers to techniques that find patterns in
unlabeled data. In this case, in the beginning there are no clear defined classes,
and the learning process attempts to find appropriate categories/clusters for
the input data.

4 FEATURES EXTRACTION

Focusing on achieving the best classification results was explored a diversity of
image processing techniques to, by one hand reduce the light changing effects
and, on the other highlight the characteristics of the fabric textures. Due to the
need of parameterization and optimization in the pre-processing stage, which
allows a high number of combinations, this study turns to be very extensive.
Therefore, to simplify the perception of the developed work this section starts
by performing an introduction of the selected features by steps, showing also
the classification result achieved in each phase.

4.1 Models of Colors and Histogram

The principal methods for extracting fabric texture features can be classified
as statistical approaches, structural, and spectral [24,25]. This work focuses
on the first, since the second is considered appropriate when the primitive
fabric texture is large enough to be individually targeted and described [26]
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and the third focus on properties based on the frequency domain (like Fourier
spectrum [27] or Wavelets).

The statistical approaches do not explicitly seek to understand the hierar-
chical structure of the fabric texture, but try to represent the same indirectly
by non-deterministic properties which define distributions between the gray
levels of pixels belonging to an image (first order features) [28]. This approach
has the great advantage of low computational cost and main disadvantages the
loss of spatial information and the relationship of intensity between neighbor-
ing pixels. This method only considers the gray intensity level. The features
extracted were the mean and the standard deviation value, asymmetry, kur-
tosis, energy and entropy [28].

To perform a correct extraction of the information, the choice of the color
model is a key step to achieve a good result. Many researchers in the computer
vision field recommend using the HSI color model in uncontrolled light condi-
tions due the separation between the color and intensity [29]. Hence, the first
step was directed to test the six features mentioned earlier using two different
models of colors: RGB (stands for red, green, and blue) and HSI (stands for
hue, saturation, and intensity), using the three histograms channels.

Table 1 First Simulation Results

RGB HSI

SVM  89.91%  93.42%
ANN  60.31% 55.71%

Analyzing the results for this first simulation, that are presented in Table
1, it is possible to see that there is no major advantage of using HSI in our
case study. Success rates were relatively similar, therefore it was decided to
continue to use both color models in the next simulations. It is also possible
to see the better performance of the SVM classifier over the ANN.

4.2 Filters and Co-Occurrence Matrix

Using the same procedure adopted in [30], the initial RGB/HSI image was
converted to grey scale (monochrome). Moreover, and after the application of
a Gaussian filter used in a pre-processing stage, was introduced an equalization
procedure to obtain the images histogram. This allowed a simplification of the
subsequent image processing and respective analysis of results.

In this simulation was also introduced the gray level co-occurrence matrix
(GLCM), considered a powerful method by other state of the art authors [15].
The matrix obtained by GLCM considers the relationship between two pixels,
i.e., the relationship between a so-called reference pixel and its neighbor. For
this reason the features extracted from this matrix are designated second-
order statistics. The co-occurrence in its general form can be specified by



Quality Control System based on Machine Learning Techniques 9

an absolute frequency matrix, in which two elements of neighboring fabric
texture, separated by a specified distance in an orientation, occur in the image.
This distance causes a limitation in this approach since there is no automatic
method to tune this parameter, requiring an additional computational effort
to find a good solution.

The common directions used are: 0, 45, 90 and 135 degrees, and also the
matrix obtained from the average of the previous forth matrices directions.
Using a sample of this case study an example of a GLCM calculated for the
four directions is represented in Figure 6. For an easier illustration the image
was reversed, i.e., the white dots correspond to zeros and the black to ones.

2 W GLCM(0°) GLCM (459)

%  GLCM(90%) & GLCM (1358)

Fig. 6 Representation of GLMC in the fourth directions.

Haralick et al. proposed in [28] fourteen descriptors based on GLCM for
fabric texture analyses. According to several authors, six of these measures
are most relevant in describing the same: energy, correlation, homogeneity,
contrast, entropy and variance. Additionally to these features was also intro-
duced the anisotropy [22], which represents the measure of the symmetry of
the intensity values and can be obtained using the following expression:

i Za o) y

With £ equal to the smallest value so that:

k
> h(i) > 05 (2)
i=0

After the performance of some initial tests the variance feature was removed
since it did not had significant impact on the classification ratio.

In uncontrolled light environments is easy to have noise in the captured
images. To remove, or at least reduce its influence, different filters were tested.
Moreover, to increase the performance of the system some of the filters were
utilized to accentuate the differences between the classes.

Filtering operations can be performed both in the space as in the frequency
domain. In this work only spatial filters were used.
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Filters are also usually classified into three categories: low-pass, band-pass
and high-pass. The low-pass filter attenuates high frequencies, which are re-
lated with the detailed information in the image, and also tends to reduce the
effect of noise. The high-pass filter, by contrast, enhances detail in the image.
A band-pass filter enhances a certain range of frequencies of grey level.

Fig. 7 Example of Laws Filter Implementation.

There are different types of filters:

— Average filter - is a low-pass filter that replaces the value of the central
pixel by averaging the pixel values in the mask.

— Gaussian filter is also a low-pass filter. The coefficients of the mask are
derived from a two-dimensional Gaussian function.

— Laws Filter measures the energy of texture. It was developed by Laws [31]
and has been widely used in fabric textures analysis [32,33]. An example
of this filter is showed in Figure 7.

— Sobel Filter highlights the lines of the images acting as a gradient operator,
computing the magnitude of the gradient as the difference of weighted
values of the gray levels of the image. An example is presented in Figure

* EIEE]

Fig. 8 Example of Sobel Filter Implementation.

As was mentioned earlier the filters have various sizes and types of mask.
Those can be applied in different sequential combinations. To find the best
combination of filters was simulated the introduction of different types of filters
and different sequences of the same. Initially were applied all kinds of filters
and was varied the size of the masks, concluding that the optimal mask size
was 3x3. In a second step the size of mask was fixed and the filters that do
not contribute successfully to the classification were removed. Based on these
simulations was decided to use a mask with the size of 3x3 pixels and the Law
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Filters of type "1e” and ”1s”. Sobel Filter was also added to highlight the rows
and details of fabrics, applying the GLCM in each of four directions in the
image obtained.

At the end of this process, and after several simulations was decided to
withdraw the characteristics of asymmetry, kurtosis, energy and entropy of
the histogram, given the delays in the calculation and low impact on the
classification rate. The results presented in Table 2 were obtained using the
following set of features: mean and standard deviation of the RGB/HSI his-
togram (described in section 4.1); energy, correlation, homogeneity, contrast,
entropy and anisotropy based on average GLCM with Law Filters of type ”le”
and ”1s”; energy, correlation, homogeneity, contrast, entropy and anisotropy
based on GLCM in the four directions mentioned earlier with Sobel Filter.

Table 2 Second Model Simulation Results

RGB HSI

SVM  95.83%  93.64%
ANN  89.91% 72.15%

As it is possible to see in Table 2, the results show an improve on the
classification ratio ( specially for the ANN classifier) with the introduction of
the image pre-processing filtering step and the new set of features. The SVM
classifier maintains a better performance, however this time using the RGB
color space instead of the HSI.

4.3 Pyramidal Analysis

The pyramidal or multi-scale images technique is a simple approach proposed
by Burt and Adelson [34] to analyze images at different resolutions.

»

I\
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2%x2 @ Level 1
D \

N, ®

\
¢ 11 N
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N/2xNf2 /)

NxN b 4 i Level J (base)
/

Fig. 9 Pyramidal Analysis [29].
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It consists in a set of images with decreasing resolution organized in a
pyramid shape. The base of the pyramid contains the original image with the
maximum resolution, and the following images will successively have lower
resolution and size. A scheme of this technique is present in Figure 9. This
technique allows to capture unique characteristics of fabric textures at different
levels of resolution, that were not accessible in the original image.

Different levels of a pyramidal analysis were tested, concluding that the
optimum value was 4 for the presented case study. The classification results
obtained for this model are presented in Table 3.

Table 3 Third Model Simulation Results

RGB HSI

SVM  98.46%  95.83%
ANN  94.52%  90.79%

Note that, although the improvement verified in the classification results,
the growing of the feature vector over the previous model increased the com-
putational time for the classification phase, as is visible in Figure 15 and will
later be discussed. The SVM classifier with the RGB image color space is still
presenting the best classification ratio.

5 FEATURES SELECTION

At this time the classification process use 152 features, and despite the good
classification rate from SVM classifier was necessary to find a balance between
the classification rate and the time consuming. Therefore, a simple filter se-
lection designated by correlation coefficients was implemented followed by the
application of a confusion matrix to certificate the results.

5.1 Correlation Coefficients

The correlation coefficients method computes a simple score that measures how
informative (correlation) each feature is about the class label. The normalized
correlation coefficients for the 152 features are visible in Figure 10.

Based on the achieved results it was tested the reduction of features using
only those that have more than 0.3 of weight. This causes a decrease in the
number of features, to a total of 22:

— Pyramid level 1 - energy and homogeneity based on average GLCM with
Law Filters of type ”1s”; correlation and contrast based on GLCM in one
direction (90 degrees);
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Fig. 10 Features Correlation Results (Weight vs Feature).

— Pyramid level 2 - energy, homogeneity and contrast based on average
GLCM with Law Filters of type ”1s”; energy, correlation, homogeneity and
contrast based on average GLCM with Law Filters of type ”le”; correlation
based on GLCM in two directions (45 and 90 degrees); contrast based on
GLCM in two directions (90 and 135 degrees); energy based on GLCM in
one direction (90 degrees);

— Pyramid level 3 - correlation and entropy based on average GLCM with
Law Filters of type ”1e”;

— Pyramid level 4 - correlation based on average GLCM with Law Filters of
type ”18”; correlation based on GLCM in three directions (45, 90 and 135
degrees);

The results of each classifier are presented in the Table 4.

Table 4 Fourth Model Simulation Results

RGB HSI

SVM  96.27%  95.18%
ANN  89.25%  87.28%

Analyzing the results, it is notorious the decrease in the classification ration
of both classifiers. Despite this reduction it was achieved some benefits in terms
of time consuming on the classification phase, Figure 15. This fact is important,
especially in case of a real work cell, where the algorithm’s classification rate
can be improved with a bigger training sample.
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Classification Considering the Weather Light Condition
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Fig. 11 Classification Ratio of the classifiers according to the weather and light condition.

Figure 11 presents the classification ratio of this simulation model for both
classifiers, SVM and ANN, grouped by lighting type and considering the dif-
ferent weather conditions.

Analyzing this Figure, it is possible to see the better performance of the
SVM classifier over the ANN. Furthermore, a similar classification ratio is
achieved by SVM considering the two different light conditions - natural and
artificial. These results show the effectiveness of the proposed pre-processing
techniques and extracted features in reducing the effect of the changes on the
environment light. Moreover, for samples with natural light the SVM classifier
has more difficulty to distinguish the samples taken with scattered weather
(85% of classification ratio), whereas considering the samples with artificial
light the SVM classifier has more difficulty to distinguish the samples extracted
with partly weather (93% of classification ratio).

5.2 Confusion Matrix

The confusion matrix is a very simple and practical technique for analyzing the
results of the classification algorithm and assist in the selection or rejection of
characteristics of images for the classification process, during construction and
optimization algorithm. It consists of a square with equal number of classes
in each dimension. At the beginning of the classification process it will consist
of zeros. Each classified image will enter this array at position (Correct Class,
Class Classified) or vice versa. Thus, an algorithm shall have for optimal clas-
sification a diagonal matrix, or as close to it as possible. For a correct analysis
of the achieved results two confusion matrix are present.

In the Figures 12 are showed the results of the last simulation (third model)
without the selection of features (only for the SVM classifier which proved to
be the better choice).
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Considering the results for the SVM classifier and looking for the RGB color
space, in 456 classification samples only 7 were mismatched. This represents an
error of about 1.5%. While for the HSI color space 19 samples were misclassified
(an error of about 4%). Moreover, it is possible to see a non negligible confusion
classifcation between class 1 and 2 in the HSI color space based model.

SVM Model 3 RGB SVM Model 3 HSI

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1| o8 0 0 0 0 0 0 0 1| o8 0 0 0 0 0 o
2l 0 54 2 o 0 o 0 1 2l 6 50 0 o 0 o 0 1
3 o o 56 o o o o o 3 1 o 54 o o o o 1
4] 0 0 0 55 0 0 0 0 4 0 1 0 53 0 0 0 1
5 o o o o 55 o o 1 5 1 1 o o 53 o o 1
6l o 0 1 0 0 55 0 0 6] 1 0 0 1 0 53 0 1
7 o o o 1 o 54 o 7 1 o o o o o 54 o
8l 0 0 0 0 1 0 52 8 0 0 1 0 0 0 0 52

Fig. 12 Third simulation confusion matrix - SVM model.

On the other hand, Figure 13 shows the results of the last simulation with
the features selection procedure. For the RGB based model, in 456 classifica-
tions 17 were mismatched. About 3.7% of the results. For the HSI color space,
was mismatched 22 samples, about 5% of classification error. In this last case,
it is clear the difficulty of the classifier to distinguish the fabric textures types
when compared with class 8.

This difference could indicate that the images are in bad condition or that

some particular details in the training sample make this happen and so the
sample training must be bigger to prevent this.

SVM Model 4 RGB SVM Model 4 HSI

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
1 68 o o o o o o 1 65 1 o o o o o 2
21 0 57 0 0 0 0 0 0 21 0 52 0 1 0 0 0 4
3 o o 54 o 1 o o 1 3 o o 53 o o o o 3
41 0 0 1 52 2 0 0 0 41 0 2 0 51 0 0 0 2
51 0 2 0 0 54 0 0 0 5 0 0 0 0 54 0 0 2
6] 0 0 4 0 0 52 0 0 6] 0 0 1 0 0 54 0 1
7l o 1 2 o 2 o 50 o 7l o o 1 o 0 o 53 1
8 0 1 0 0 0 0 0 52 8 0 0 0 1 0 0 52

Fig. 13 Fourth Simulation Confusion Matrix - SVM model.

6 SYSTEM RESULTS

In this section it is analyzed the key elements of this system, namely the time
consuming by the classifier and the success recognition of the same.



16 Pedro Malaca et al.

6.1 Samples Representativeness

To prove the point mentioned in the previous sections some simulations were
performed. In these simulations were used half of the training samples/images
and the test sample was not changed. The results presented in Table 5, spe-
cially for the case of the ANN classifier, demonstrate the importance of the
classifier training step. The SVM classifier proves to be less sensible to the
changes performed in this parameter.

At this level of detail the general images will be correctly classified but
samples with more detail will fail. To overcome these problems the images
samples should be as representative as possible of the variability of each class.

Table 5 Fifth Model Simulation Results

RGB HSI

SVM  96.27%  95.18%
ANN  85.31% 82.89%

6.2 Processing Time Evaluation

In this section is summarized the time needed by each classifier to perform the
different simulations (Figure 14 and Figure 15).

The main restriction of the case study is the speed requirement in the
classification stage, because the training stage can be performed off-line, i.e.,
without stopping the assembly line. The training can be done earlier and saved
to disk or memory to be read later for classification stage.

Training RGB Training HSI
50 30
a0 17 25 17,
f 30+ f 07,
H 1 LY g 157 msym
20
£ - £ 10 1
10 17 W ANN + M ANN
o L ey ey [5, L -l
18 38 152 22 18 38 152 22
Number of Features Number of Features

Fig. 14 Simulation Training Times.

In both graphs is possible to see that, for the training step, there is no
direct correlation between the number of features and the time needed to
train the classifier. Rather, it can be related with the speed of convergence of
the classifiers that may be an indication of the quality of the features.
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Fig. 15 Simulation Classification Times.

Also it is possible to see that the classification times grows with the number
of features, as was expected. Notoriously, this effect is more evident in the case
of the SVM classifier.

7 CONCLUSIONS

In this case study, a comparison was performed between two different clas-
sifiers (ANN and SVM) for an industrial texture recognition problem. The
comparison shows the more sensibility of the ANN classifier in respect to the
number of features, small number of features translates into low accuracy, but
a large number of features can cause over fitting. The SVM proved to be more
robust, in this case study, but takes more time in the classification process.

Using only the basic features of the histograms of the three RGB channels,
it was possible to achieve a classification rate around 91% with SVM algorithm.
Adding Laws and Sobel filters and calculating their co-occurrence matrices, it
was possible to achieve around 94% per cent of success. In last, and adding
the pyramid analyze, the classification rate grows to almost 98%. The filters
to highlight textural characteristics, and the use of co-occurrence matrices and
extraction of its main features, have proven to be very effective considering
the industrial problem in hand.

The application of correlation coefficients for feature selection created a
more balanced result in terms of time and success rate. Despite the drop of
2% on this last simulation, the reduction of the time consumed is much more
beneficent to the system. Moreover, the success rate can improve with a more
wide sampling training.

This work focus on the usage of a simple methodology with the aim of
presenting a mean to solve an industrial case study, but also with a view to
their applicability in other similar cases.

The use of approaches such as the LBP and its extensions, FFT, Gabor
filters, wavelet transforms and matrices of three-dimensional co-occurrence
could be studied and used in situations in which the methods presented in
this study do not reach satisfactory results. These methods have been widely
studied and used successfully in the area of classification and segmentation of
fabrics.
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