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Abstract—Iris liveness detection methods have been developed
to overcome the vulnerability of iris biometric systems to spoofing
attacks. In the literature, it is typically assumed that a known
attack modality will be perpetrated. Then liveness models are
designed using labelled samples from both real/live and fake/spoof
distributions, the latter derived from the assumed attack modal-
ity. In this work it is argued that a comprehensive modelling
of the spoof samples is not possible in a real-world scenario
where the attack modality cannot be known with a high degree
of certainty. In fact making this assumption will render the
liveness detection system more vulnerable to attacks that were
not included in the original training. To provide a more realistic
evaluation, this work proposes: a) testing the binary models with
unknown spoof samples that were not present in the training step;
b) the use of a single-class classification designing the classifier
by modelling only the distribution of live samples. The results
obtained support the assertion that many evaluation methods
from the literature are misleading and may lead to optimistic
estimates of the robustness of liveness detection in practical use
cases.
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I. INTRODUCTION

Biometric recognition is nowadays a mature technology

used in many government and civilian applications such as

e-passports, ID cards, and border control. While faces and

fingerprints are the best known biometrics, the use of iris for

authentication has grown as it is more difficult to spoof than

faces recognition or fingerprint based systems [1].

In most use cases, the biometric credentials are acquired in

a controlled environment and under supervision. Thus there is

a low risk of the user providing false credential or attempting

to spoof the system. However over the last decade there has

been a wide roll-out of unconstrained acquisition systems-

the use of iris biometrics in many airports is a well known

example [2]. In these cases the system must be more flexible in

its tolerances and as these systems are less closely supervised

there is greater scope for tampering and spoofing the system.

More recently, iris is being considered for unsupervised

applications, in particular the use of iris as a secure authenti-

cation mechanism for smartphones is imminent [3], [4].
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Biometric recognition systems in general, and iris recogni-

tion systems in particular, can be spoofed by presenting fake or

altered samples of the biometric trait at the sensor [5]. These

spoofing/presentation attacks can include printed images, pat-

terned contact lenses, videos or images displayed in electronic

devices (referred as “Electronic Display/Screen Attacks” [6]).

Liveness detection techniques and tamper detection methods

are considered as presentation attack detection (PAD) methods

[7] and are intended to detect spoofing attacks.

A significant body of literature on PAD methods is avail-

able [6], [8]. It can be argued here that a majority of these

techniques are based on evaluation methodologies that are

flawed. More specifically, the classification models employed

in most PAD methods are designed using datasets from live

samples and a specific type of spoof samples. Then evaluation

is based on the use of samples provenient of the same pop-

ulations. This work argues that this approach to performance

evaluation of liveness methods is overly optimistic as it does

not consider scenarios where a spoof sample is significantly

different from the spoof samples used for training. It may

well happen that such a sample has a higher probability to

circumvent the system than samples drawn from the original

training dataset.

To overcome this problem, it is important to test the PAD

system with additional spoof samples taken from different

sources than the original training dataset. This reduces the

dependencies on the original datasets and should give a more

honest appraisal of system vulnerability. However it is always

tempting to include the “unseen” spoof data into the training

process so there are limitations to this approach as well. Thus

we propose and implement a liveness detection system based

on single-class training. Here the classifier design is based on

modelling the distribution of live samples only - spoof data is

not used. The system predicts presentation attacks based on

samples that are unlikely to fall within the designed single-

class. The expected performance will be lower for “known”

attacks, but the real purpose of this preliminary work is to

show that it can be more robust against “unseen” attacks from

outside the original training dataset.

The remaining sections of this paper are organised as

follows. In section II methodological limitations of the current

research are pointed out. Also, the proposed PAD method is

660978-1-5090-1287-9/16/$31.00 ©2016 IEEE TSP 2016



 

Fig. 1. Illustrative example of the mismatch between training and testing
data when a binary classifier is used. Black dotted triangles and circles are
spoof and live samples in the training set. Grey circles are live samples in
the test set; and grey triangles are spoof samples in the test set similar to
fake samples present in the training set; green stars are spoof samples from
an unseen attack presented in test step. The red curve represents the binary
classification boundary learnt from the training samples.

discussed in this section. In section III the experimental setup

is presented. The results and their discussion are presented in

section IV and the article is concluded in section V.

II. IRIS PAD METHODS: LIMITATIONS AND PROPOSED

APPROACHES

A. Limitations of current approaches

A methodological limitation of the majority of current

approaches is that these techniques are designed and evaluated

using spoof samples drawn from a limited dataset of spoof

samples. Often these samples originate from a single attack

modality. The systems are developed and tested under the

assumption that the intruder will perpetrate the same spoofing

attack. This results in an optimistic estimation of the security

level of the system. At the design time, the developer presumes

to possess labelled data representative of the live and spoof

samples and therefore commonly employs standard binary

classification as a detection tool [6], [9], [10].

The binary classifiers used to make the decision between

live and spoof samples implicitly assume that the training

samples are representative of the complete population. Fur-

thermore it is common practice to draw test data from the

same distribution as the training data in order to evaluate the

underlying detection system. Although that might be a fair

assumption for the live samples, it can be argued that it may

be a crude model for spoof samples obtained from different

attack modalities. As depicted in Fig. 1, it may happen that

there is a mismatch between the distribution of observations in

training and testing data. With new applications, particularly

unconstrained and unsupervised use cases as exemplified by

smartphone biometrics, there is a need to consider a wider

range of attack modalities.

The pioneer works that raised the question of evaluating

liveness detection methods across different types of spoofing

samples appeared in the fingerprint domain. Marasco and San-

sone [11] performed an experimental comparison of fingerprint

liveness detection approaches adopting materials for training

different than those adopted for testing. This experiment al-

lowed to conclude that the performance significantly decreases

in such conditions. Rattani and Ross [12], designed an on-

line scheme for automatic adaptation of a liveness detector

to novel spoof materials encountered during the operational

phase. This can lead to significant improvements in the per-

formance. Although this method well accommodates small

differences between samples, it will likely under-perform when

the new samples are significantly different. The latter work

was expanded and a single classifier (Weibull-calibrated SVM)

was proposed to perform both the novel material detection and

the spoof detection [13]. Sequeira and Cardoso [14] compared

traditional fingerprint liveness detection methodologies with

approaches that incorporate the evaluation of binary classifi-

cation models with unseen materials. The design of models

for one-class classification relying only on the information of

real samples is also investigated in this work.

The question raised in this work is pertinent regardless

of the biometric trait used. For most biometric traits there

are several different possibilities for building fake samples.

Surprisingly, regarding iris liveness, the works in the literature

do not consider scenarios where the testing samples are

derived from different types of presentation attacks than those

represented in the original training dataset.

The single exception is the work presented by Bowyer and

Doyle [15] concerning spoofing attacks using contact lenses.

The authors perform a baseline experiment where the train

and test datasets each contained iris images with three lens

types. Using the same texture features and classifiers, the

authors repeated the experiment with a training set with two

of the three lens types and the test set with the third lens

type. From the baseline experiment to the new one the correct

classification error rate lowered from 100% to a worst case of

75%. These results illustrate how experimental results obtained

using the same lens types in both the training and testing data

can give a very misleading idea of the accuracy that will result

when a new lens type is encountered.

Though Bowyer’s approach is novel on evaluating unseen

spoof samples, it relies on a binary classifier and comprises

only one type of attack. In the literature, works can be

found combining methodologies for different types of spoofing

attacks. For example, features designed for print attack and

contact lenses attack [16]. Nevertheless the evaluation consid-

ering different types of spoof samples was limited by the fact

that existing databases for iris liveness detection contain fake

samples produced by one single type of attack. The recent

construction of a new database comprising several types of

iris spoofing attacks [6] allows new evaluation scenarios.

B. Realistic evaluation of iris PAD methods

As new types of spoofing attacks continuously appear and

become more sophisticated, a fair evaluation of methods

should not rely only on previously known attacks. The path
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Fig. 2. Illustrative example of how an one-class classifier accomodates the
presence of unseen attacks in test step. Black dotted circles are live samples in
the training set. Grey circles are live samples in the test set. Grey triangles are
spoof samples in the test set; green stars are spoof samples from an unseen
attack presented in test step. The red curve represents the one-class model
learnt from the training live samples.

to pursue is to use less information about the spoof samples

and, in the limit, rely strongly on the information about the

real samples. Such an approach may better accommodate new

unseen attacks that were not present in the design phase of

the model. This is depicted in Fig. 2.

The aim of this work is to evaluate PAD methods realis-

tically by considering classification scenarios where the test

data is not exclusively drawn from the same distribution as

the training data. Evaluating the PAD models with data for

testing coming from the same distribution of the training data,

may be a fair assumption for the live samples and extensively

used in the literature [6], [8], [9], [10]. But, it may happen

to be an inexact model for the spoof samples considering

that spoofing techniques are evolving [1]. Therefore, the study

presented compares the traditional approach with two different

scenarios. This includes: training a PAD system with live

samples and spoof samples of one type of spoofing attack and

then evaluating our model with a different - unseen - type of

spoof samples; and training the PAD system with live samples

only and test the model with live and various types of spoof

samples.

The work presented here includes two main contributions:

(i) a realistic estimation of the performance of binary clas-

sifiers in the presence of unseen spoofing attacks on iris

recognition systems; (ii) the use of a single class approach.

The single class classification is based on the use of decision

models that rely only on the information from the real samples

to detect the liveness. Such a model is depicted in Fig.2.

Hence, for a fair comparison with the existing iris PAD

techniques, three classification scenarios are evaluated.

1) One-Attack: This is the most commonly found PAD

evaluation method in literature. In this scenario, it is assumed

the availability of a training data set which has labelled

instances for live and spoof classes for designing the classifier.

Then, any unseen test data instance is compared against this

trained model to determine which class it belongs to.

2) Unseen-Attack: Having in mind that in real-world solu-

tions the system is not “aware” of the kind of spoofing attack

that might be performed, in this scenario the known spoof

samples are used to learn the model but complete knowledge

is not assumed about the spoof samples. Therefore, the binary

model is trained using samples obtained from several types of

spoofing attacks. In the test phase a new type of samples is

used to evaluate the model.

3) Single-Class: The single-class classification technique

assumes that the training data has labeled instances for only

the live class. The live samples are used to train the model but

not the spoof ones. Since these models do not require labels for

the spoof class, they are more widely applicable than the other

approaches and do not overfit to the attacks in the training set.

III. EXPERIMENTAL SETUP

A. Dataset

The experiments were performed using the GUC Visible

Spectrum Iris Artefact (VSIA) Database [6] constructed for

analyzing the effect of presentation attacks on visible iris

recognition systems. Previous to this database there existed

only one public artefact database of visible iris images, Mob-

BIOfake [16]. The MobBIOfake dataset comprised attack data

from only a single modality (print attack). Hence Unseen-

Attack and Single-Class scenarios cannot be evaluated in that

database. To the best of our knowledge there is no other

database for iris liveness detection comprising samples from

different types of spoofing attacks besides VSIA.

VSIA was constructed to generate iris artefact samples using

both high definition electronic display screens and high quality

printing. The five different presentations are: (i) Print Attack;

(ii) Electronic Screen Attack Using iPad; (iii) Electronic

Screen Attack Using Samsung Galaxy Tab; and Combining

Print and Electronic Screen Attack - (iv) Using iPad and (v)

Using Samsung Pad.

B. Feature Extraction Methods

Authors of the VISIA database compared various feature

extraction techniques for “one-attack” scenario [6]. From the

analysis carried out, the authors proposed to use Binarized

Statistical Image Features (BSIF) to extract multiple features

from the samples for different scales- both from the iris

region and the peri-ocular region. A series of linear SVM

classifiers were trained with each of these BSIF features. A

voting scheme is used to combine the result of the classifiers.

Such an approach yielded outstanding results for “One-Attack”

scenario. But, it can be argued that this is a combination of

multiple classification techniques and represents overfitting for

this specific dataset. For fairness in comparison with other

techniques, feature extraction for a single scale (7×7) (BSIF7)
is incorporated in the experiments presented here.

Several other feature extaction methods were used to obtain

a diversified set of discriminative features. The Weighted Local

Binary Patterns (wLBP) method combines Local Binary Pat-

terns (LBP) with a Scale Invariant Feature Transform (SIFT)
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TABLE I. AVERAGE CLASSIFICATION ERROR RATE (ACER IN %) IN THE “ONE-ATTACK”, “UNSEEN-ATTACK” AND “SINGLE-CLASS” SCENARIOS.

Features Classification Scenario ACER in % for Various Types of Attacks Average ACER
Attack 1 Attack 2 Attack 3 Attack 4 Attack 5 (in %)

wLBP
One-Attack 5.40 0.64 0.03 1.16 1.07 1.66

Unseen-Attack 21.15 9.61 1.92 4.32 2.88 7.98
Single-Class 31.57 26.28 13.30 19.07 20.67 22.15

WIris
One-Attack 12.46 0.00 0.00 0.00 1.44 2.78

Unseen-attack 43.00 30.29 4.33 42.31 41.38 33.75
Single-Class 28.69 2.56 2.40 12.34 15.38 12.28

EIris
One-Attack 12.46 0.00 0.00 0.46 1.44 2.87

Unseen-attack 48.08 28.85 6.25 48.00 45.19 35.67
Single-Class 34.62 2.08 0.96 5.45 11.70 10.96

LCP
One-Attack 10.72 0.10 0.00 2.77 6.67 4.05

Unseen-attack 36.54 19.71 20.19 45.19 39.42 32.21
Single-Class 34.61 24.04 10.74 14.10 21.31 20.96

BSIF7
One-Attack 19.69 0.00 0.00 0.56 2.87 4.36

Unseen-attack 42.31 12.98 3.85 4.33 12.50 15.19
Single-Class 35.74 21.31 20.35 29.49 39.26 29.23

Edg45
One-Attack 20.97 0.00 0.00 0.57 1.69 4.64

Unseen-attack 35.10 8.65 43.27 18.75 13.94 23.94
Single-Class 24.36 7.69 7.69 16.35 16.99 14.62

Edg90
One-Attack 24.15 0.15 0.15 1.79 2.62 5.77

Unseen-attack 33.65 19.71 20.19 45.19 33.42 28.56
Single-Class 24.67 24.04 10.74 14.10 21.31 20.96

LPQ
One-Attack 23.69 0.10 1.54 5.69 11.95 8.59

Unseen-attack 32.21 14.90 20.67 17.79 27.40 22.60
Single-Class 31.25 26.76 42.47 15.71 26.92 28.62

[17]. These features have shown high levels of performance

in fingerprint liveness detection approaches [14].
The Eigen Iris feature extraction method (EIris) [18] and its

variant (WIris) presented in [19] are learnt from the subspace

of live iris images from the VSIA database. For both methods,

a feature vector of 100 dimensions is used from the subspace

analysis. These approaches have shown to perform well in face

recognition systems [19].
The Edginess features are also used for the experiments

in this work [19]. These features are extracted using one

dimensional image processing for a specific angle from the

horizontal axis. Features used in this work are extracted for

45 and 90 degrees, respectively (Edg45 and Edg90).
The Local Configuration Pattern (LCP) and Local Phase

Quantization (LPQ) are extensively used in texture classifica-

tion [20], [21]. LCP decomposes the information architecture

of images into two levels and integrates both the microscopic

features and local feature. LPQ is a textural method based

on computing short-term fourier transform on a local image

window. LCP and LPQ features are also analysed in this work.

C. Classifiers and parameter optimization
Support Vector Machines (SVM) and One-Class SVM

(OCSVM) [22] are used as classifiers. In the “One-Attack”

and “Unseen-Attack” scenarios, SVM with Linear and Radial

Basis Function kernels are used. In the “Single-Class” sce-

nario, OCSVM with a RBF kernel is used. SVM parameters

are optimized using a grid-search by nested cross-validation.
In the PAD literature, SVM classifiers are preferred to other

classifiers as they provide current state of- the-art results [6],

[9], [10], [23]. In order to be consistent with the studies in

literature and for a fair comparison, SVM based classifiers are

used in this study. Nevertheless, other classifiers were tested

in the preliminary studies and found SVM to be the optimum

choice.

D. Performance Evaluation

The performance evaluation metrics used are the ones

suggested by the standardization project, ISO/IEC 30107-3
Presentation Attack Detection [24]. The “Normal Presenta-

tion Classification Error Rate” (NPCER) is the proportion of

normal/live presentations incorrectly classified as attack/spoof

presentations and the “Attack Presentation Classification Error

Rate” (APCER) is defined as the proportion of attack/spoof

presentations incorrectly classified as normal/live presenta-

tions. The performance of the PAD algorithm is presented as

the Average Classification Error Rate (ACER) which is given

by the mean of the NPCER and the APCER error rates.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Average classification error rate (ACER) for the three clas-

sification scenarios - One-Attack, Unseen-Attack and Single-

Class - are evaluated for five different types of presentation

attacks present in VISIA database. Eight different types of

feature extraction as discussed in Section III-B are evaluated

and the results are presented in Table I.

From Table I, it can be observed that One-Attack classifi-

cation scenario presents the best results. As discussed before,

this is the most commonly used PAD technique and assumes

the knowledge of all types of possible attacks. This previous

knowledge of all possible attacks helped the classifier predict-

ing the attack accurately. In the Unseen-Attack scenario, where

a new type of attack is introduced apart from the ones used for

training the classifier, an increase in ACER can be noted. This
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is expected as the classifier is optimized for decision making

from the training data. One can also note that, these results are

consistent with observation made by Bowyer and Doyle [15]

in cosmetic contact lens detection.
When the classifier is learned with only images from the

live iris (Single-Class approach), a decrease in ACER is noted

for a majority of the feature extraction methods and attack

types as compared to the Unseen-Attack scenario. This may

be because the one-class classifier optimizes the decision

boundary based on the live samples. No prior information

of any attacks is used in this process and hence is robust

when an unseen type of attack is presented at the system. This

may be optimal for a real world iris recognition presentation

attack detection technique. The results obtained by these last

novel classification approaches clearly show that the traditional

evaluation of models is overly optimistic about the different

types of attacks that can be used.
Also, it can be noted that EIris features produced the lowest

average ACER in Single-Class scenario. EIris features are

learned from the subspace of live samples in VISIA database.

This strengthen the argument that in a real world scenario,

the PAD system should be designed mainly based on the

information from the live subjects.

V. CONCLUSIONS AND FUTURE WORK

This paper aims to question the approach of the majority

of current presentation attack detection techniques for iris

recognition systems, in particular by demonstrating that these

tend to lead to an overly optimistic evaluation of system

performance.
These traditional approaches assume prior knowledge of all

presentation attacks types possible to train the classification

system. Such an approach tends to lead to overfitting a specific

database with limited range of attack samples often drawn

from a single attack modality. It is shown in the Unseen-Attack

scenario that when such a system is tested with a new type

of presentation attack, the classification error rates increased

significantly. A Single-Class classification scenario is recom-

mended in this work, where both the features and classifier

are learned from live samples only. Such a system does not

require any prior knowledge of any possible attacks. This novel

approach, even though resulting in a higher classification error

rate when compared directly with the traditional one, leads to

results which can be considered as more realistic in a real-

world iris recognition system. It is recomended to evaluate

the robustness of a liveness method to unseen spoof attacks

by not assuming knowledge about the fake/spoof samples to

be used by an intruder.
A future direction to follow is to design a presentation attack

detection system mainly based on the information from the live

subjects. Such a technique should not disregard completely the

knowledge of existing presentation attacks that can be useful

when similar attack methods are used.
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