FAST ASSESSMENT OF TRANSIENT STABILITY MARGINS BY A NEURAL NETWORK APPROACH
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Abstract: This paper reports the use of Artificial Neural Networks (ANN) for fast and accurate evaluation of the transient stability degree for each contingency in a multimachine power system, using only real time monitorable system values. The output of an ANN provides an emulation of the transient stability energy margin. Preventive control measures can be suggested through generation load redispatch, by getting the sensitivities of the energy margin directly from a trained ANN. The approach was tested with several contingencies in the CIGRE test system, giving better results than other methods so far reported in the literature.

1. INTRODUCTION

Transient stability evaluation is a problem of major concern in the on-line security assessment of multimachine power systems. This stability evaluation deals with the system behavior after the occurrence of a given disturbance and its main concern is to predict whether the system will collapse or not.

For each disturbance to be considered the traditional and most accurate analysis involves the numerical solution of a system of non-linear differential equations, which is a very demanding and time consuming computational task and is therefore unsuitable for on-line purposes. The need for the development of on-line assessment methods has therefore been considered by the utilities and research institutions as a priority problem to be tackled. On the other hand the transient stability assessment by itself is an incomplete task, because when an unstable state is detected fast control actions or preventive control actions must be suggested to the system operators in order to prevent the system to collapse.

During the last thirty years these issues have been a matter of intensive research using Lyapunov, transient energy function methods and other related energetic approaches [1,2], Pattern Recognition (PR) approaches [3,4,5] and Artificial Intelligence techniques (like decision trees [6]).

In spite of the maturity already attained by direct methods, they present however some drawbacks derived mainly from the great computing effort needed to estimate the stability boundary and the use, as input, of a large set of state variables that cannot be directly monitored in real time applications. This has strongly motivated the effort on the research for the use of other methodologies.

This paper describes successful exploratory efforts in transient stability analysis for real time applications under two main concerns:

1. Adopting a very fast and reliable tool to emulate the stability behavior of power systems: an artificial neural network (ANN) approach;
2. Building models based mainly on monitorable system variables.

The feasibility of the application of an ANN approach to be used as a real time tool is demonstrated below, with several contingencies simulated in the CIGRE test system, for:

1. Classifying the stability/unstability status of a given operating point for each specified contingency;
2. Presenting a numerical indication of the transient stability degree of each operating point and for each selected contingency, through the emulation of the transient energy function margin $\Delta V$;
3. Providing fast and reliable suggestions for preventive control strategies when unstability is detected.

2. ANN PREVIOUS ESSAYS

2.1. Abridged overview

In the last few years the application of Artificial Neural Network (ANN) approaches has been tried in order to deal with particular problems, because they provide a tool with the characteristics needed for real time response and have the ability to store very complex relationships.

Sobajic and Pao have presented a first paper about this subject [7] where critical clearing times (CCT) for a
given system disturbance were evaluated when using a multilayer perceptron with six neurons in a single hidden layer. Also in that paper the authors have shown that with the same ANN it was possible to correctly estimate CCT even when different topological configurations were considered, which is quite difficult to obtain when using pattern recognition methods where every new topology requires a new classifier.

Later Pao and Sobajic [8] have proposed a combined use of an unsupervised and supervised learning procedure together with the use of a functional link net architecture, in order to obtain an ANN for CCT evaluation.

Recently, Djukanovic et al. [9] presented an application of an ANN to be used in support of the decision making process towards the fast stabilization of multi-machine systems through the determination of generator shedding requirements when unstability was detected.

A good discussion of the problems to be solved when implementing the ANN methodology for the dynamic security assessment in real dimension systems is presented in Kumar et al. [10].

2.2. Neural network basics

An Artificial Neural Network is a massively parallel architecture, with a high degree of connectivity between its elementary processors.

A most interesting characteristic of this kind of system is its ability to learn from training data rather than from a set of rules. The ANN's structure is dictated, among other factors, by the complexity of the "transfer function" inherent to the training set. An introduction to ANNs is given in the references [11,12,13].

A typical ANN structure can present one input layer, one or more hidden layers and one output layer. The input layer receives the input vector that stimulates the network. The contribution of the element i of this vector in the unit j of the next layer is given by the product x_iw_{ij}, where w_{ij} is the weight of the connection between the units i and j. The net input of unit j is then:

\[
\text{net}_j = \sum_i (w_{ji} x_i)
\]

The value net_i is then passed through a non-linear function (activation function) that establishes the output state of unit j. The function selected in this study was the hyperbolic tangent tgh, and we will have:

\[
O_j = f(\text{net}_j) = tgh(\text{net}_j+q_j)
\]

where q_j is the bias value of unit j, whose role is to shift the transition region of function f. The outputs of all hidden units are added in the output layer units to decide their output states. The ANN is trained by iteratively being shown the training data.

In complicated classification problems the hidden units allow the generation of complex decision regions able to interpolate among the training data. On the other hand if the classification boundaries are simple, the ANN won't need many hidden units.

2.2.1. Training the ANN with the Backpropagation method

In ANNs, the interconnect weights are initially unknown parameters. The learning rule used to obtain the ANN in this paper is a variant of the steepest decendent method, which is known as "backpropagation" (BP).

The parameter usually chosen for representing the network performance is:

\[
E = \frac{1}{2} \sum_{k=1}^{Np} (T_k-O_k)^2
\]

where T_k is the desired output. O_k represents the actual output, calculated with the current values of weights and input vector and Np is the number of training patterns. One desires that E will be reduced to a minimum, by learning adequately.

In the BP algorithm, the weights are updated iteratively according to a gradient optimization procedure using the entire data set:

\[
\Delta w_{kj} = -\eta \frac{\partial E}{\partial w_{kj}}
\]

where \( \eta \) is the learning rate parameter. A way to increase the learning speed, without causing oscillations, is to modify expression (4) to include a momentum term:

\[
\Delta w_{kj}(n+1) = -\eta \frac{\partial E}{\partial w_{kj}} + \alpha \Delta w_{kj}(n)
\]

A more detailed description of the training algorithm can be found in [11,12,13].

2.2.2. Making Backpropagation faster

The ANN's most "unpleasant" characteristics are related to the large amount of data and training time required. Another negative point related to the method, is the possibility of reaching a local minimum, where the error criterion is not satisfied. However, in the great majority of cases, a point can be reached which leads to
good global performance results.

To increase the efficiency of the training process we used the Adaptative Backpropagation (ABP) algorithm [15]. This method is based on individual adaptation of the learning rate parameter of each synapse. If in a learning process, the sign of a given component of the gradient remains equal for several iterations, that is because the surface error in this axis has a monotonous path at least in the neighborhood of these points. Then this particular learning rate should be increased. On the other hand, if the sign of some component changes consecutively, then that learning rate should be decreased to avoid oscillation.

To implement this idea we substitute eq. (5) by

\[ \Delta w_{kj}(n) = -\eta_{kj}(n) v_{kj}(n) \]  

where

\[ v_{kj}(n) = \frac{\partial E}{\partial w_{kj}}(n) + \alpha v_{kj}(n-1) \]

and \( \eta_{kj}(n) \) is the learning rate parameter of the synapse between units k and j at epoch n.

The learning rate adaptation process must be made at each epoch according to:

\[ \eta_{kj}(n) = \begin{cases} 
  \eta_{kj}(n-1) & \text{if} \quad \frac{\partial E}{\partial w_{kj}}(n) \cdot \frac{\partial E}{\partial w_{kj}}(n-1) > 0 \\
  \eta_{kj}(n-1) & \text{if} \quad \frac{\partial E}{\partial w_{kj}}(n) \cdot \frac{\partial E}{\partial w_{kj}}(n-1) < 0 
\end{cases} \]

where u and d are positive constants with values slightly above and below unity, respectively. For a full description of the algorithm, see [15].

The ABP algorithm provides a much faster learning process. In some complex mapping cases we experienced only 1/1000 (or even less) of the training epoches required by the traditional BP algorithm, with the same initial conditions.

3. ANNs FOR TRANSIENT STABILITY EVALUATION

The success of the application of an ANN approach to the Transient Stability assessment problem depends on the verification that there are some pre-fault system characteristics that give rise to a stable or unstable post-fault system.

Like in the traditional Pattern Recognition approaches the use of ANNs requires the following phases: an initial feature selection stage; a training set generation; a learning procedure; and performance evaluation tests.

3.1. Feature Selection

Each operating point is characterized by a set of system measures (ANN inputs). Input data must appropriately characterize the system state, but one must try to keep the input set as small as possible while having still enough discriminating ability.

In the work reported here, the following set of system parameters and measures were used:
- generated active power outputs (P$_i$);
- emfs (E$_i$);
- machine inertia constants (M$_i$);
where i=1,..,NG with NG - number of generation buses.

These variables share the unique characteristic that they consist of values available in an EMS data base, either because they are known preset values or monitorable values, injected by a data acquisition process. Note that when using traditional PR approaches, and in order to obtain reduced classification errors, the features that were used are usually variables directly related with the transient stability evaluation like kinetic and potential energies at the fault elimination moment [3].

In spite of the apparent simplicity of the chosen input variables, they implicitly contain the information needed to derive the values of other variables with greater discriminating power, like the accelerating power or even other kinetic or potential related variables. The use of an ANN approach enables us to exploit the capability of reproducing internally the relationships between the selected variables and other more complex ones that are not explicitly used in this work.
3.2. Training and Test Set Generation

This stage consists in generating a great number of feasible operating situations and analyzing them for each considered contingency. For that purpose we have used an algorithm described in [4], where the classical reduced dynamic model for transient stability studies was used [1], adopting in this model the center of angle reference frame.

For each selected contingency several load levels were considered and for each load level different unit-commitment alternatives were examined. Each scenario was submitted to an optimum dispatch exercise. Furthermore, new non optimally dispatched scenarios were built from the previous optimal ones, by changing the injected power at each busbar by a certain amount and distributing this difference among the other buses.

In order to completely characterize each operating point a load flow was then performed for each scenario. A selected contingency was then simulated and system stability analyzed by the Transient Energy Function method [1,2], which allows the assignment to each operating point of a transient energy margin value \( \Delta V \). The temporary energy function value at the stability boundary and \( V_{tel} \) is the energy function value at the fault elimination moment.

When using this direct method, the stability region evaluation, needed to determine \( V_{cr} \), was computed through the potential energy boundary surface method [1,2]. In the transient energy function that was used the conductances were included and the path dependent term was numerically evaluated using a trapezoidal rule as proposed by Athay et al. [2].

The \( \Delta V \) margin was used for labeling each operating point for the contingency under analysis:

\[ \Delta V < 0: \text{unstable}; \quad \Delta V > 0: \text{stable}. \]

3.3. ANN Learning for Power System Transient Stability Classification and Transient Security Index Derivation

It is well known that a simple classification procedure leads to incomplete information and therefore obtaining a stability index is of greatest importance. The CCT (Critical Clearing Time) determination is the traditional way to quantify the system stability. However, the derivation of control actions stemming directly from this index seems to be a very difficult and heavy task.

The transient energy function margin \( \Delta V \), besides enabling system stability classification also produces a measure of the system transient stability for a given contingency. Therefore the idea was to build an ANN to reproduce the \( \Delta V \) margin value for each operating point and contingency, thus providing a \( \Delta V \) emulation, \( \phi \), able to give a real time stability indication.

In the training set generation phase, the \( \Delta V \) value for each operating point included in the training set is therefore kept, to be used as the desired target output value when training the ANN.

In order to obtain the best ANN structure, different ANN topologies (number of layers and number of neurons in each hidden layer) have been tested. This report will refer to the one which displayed the best results.

For stability classification, the performance evaluation index for each structure was the total classification error in a test set. For \( \Delta V \) emulation, the root mean squared error (Erms) and the average error (Ema), obtained in a test set for each contingency, were used instead.

4. DERIVATION OF PREVENTIVE CONTROL STRATEGIES

4.1. The problem

When an unstable situation is detected, \((\phi < 0)\), a change in the control variables, in order to increase the security factor \( \phi \), is required. For this preventive control strategy only changes in \( P_i \) values were allowed, corresponding to a generation redispatch. The general problem can be formalized as a typical non-linear constrained optimization problem:

\[
\begin{align*}
\min & \ f(P) \\
\text{subj.} & \ P \in D \\
\phi & \geq \phi_{sec}
\end{align*}
\]

where \( D \) is the domain of the feasible power flow solutions, \( f(P) \) is the generation cost function and \( \phi_{sec} \) is the security factor to be reached, corresponding to a desired transient stability margin with \( \Delta V > 0 \). An initial solution may be found by any optimizing dispatch technique, neglecting the last constraint. In order to find, in a next step, a feasible solution to the global problem, whenever the optimal dispatch solution violates \( \phi \geq \phi_{sec} \), a technique similar to the reduced gradient method was adopted. This procedure requires the knowledge of the partial derivatives of \( \phi \) relative to each \( P_i \).

4.2. Estimating derivatives with ANNs

Neural networks provide a simple and efficient way to evaluate the derivatives of the output relative to the input variables. In this case, this is equivalent to the calculation of the sensitivities of the transient energy margin with respect to the chosen control variables.

Based on eqs. (1) and (2), it is possible to calculate the derivative of the output activation in order to obtain the activation of the units of the previous layer:
\[
\frac{\partial O_j}{\partial x_k} = f' \frac{\partial \text{net}_j}{\partial x_k} = w_{kj}
\]  

(11)

where \(k\) refers to any of the units that connects directly to the output \(j\).

Now, a chain rule can be applied, calculating iteratively the successive derivatives from the output layer back to the input. Note that if a unit feeds two or more units in the next layer, those influences must be added in the calculation. So, for a unit in a layer behind the penultimate layer we have:

\[
\frac{\partial O_j}{\partial x_i} = \sum_k f_k w_{ki} \frac{\partial O_j}{\partial x_k}
\]  

(12)

where \(k\) now refers to all the units in the next layer that are directly fed by unit \(i\).

This process is very similar to the one used in the BP algorithm, where the derivative of the output error relative to each weight is calculated.

### 4.3. Algorithm

For a given operating point and for a selected contingency for which a trained ANN is available, if the transient energy function emulation \(\phi\) is less than \(\phi_{\text{sec}}\), then the preventive control algorithm is applied (see figure 1).

Each algorithm step is based on the redistribution of the powers to be generated in each busbar. Following a gradient technique, for each generating bus, a correction \(\Delta P_i\) is given by

\[
\Delta P_i = H \beta_i, \quad i=1, 2, \ldots, NG-1
\]  

(13)

where

\[
\beta_i = \frac{\partial \phi}{\partial P_i} - \frac{\partial \phi}{\partial P_{NG}}
\]  

(14)

NG is chosen as a reference bus. \(\Delta P_{NG}\) is calculated using the constraining equation derived from an incremental DC approach to the power flow problem:

\[\sum_i \Delta P_i = 0\]

The gradient vector \(\beta\) is normalized, as usual in these algorithmic approaches. \(H\) is a step size control parameter and is changed according to the evolution of the algorithm [if \(\phi(n+1) > \phi(n)\) for several consecutive iterations, then \(H\) is increased; if \(P_i\) exceeds one of the production limits or if \(\phi = \phi_{\text{sec}}\) then \(H\) is decreased]. In general, small starting values for \(H\) are adopted, so that small relative changes are generated in each step to avoid instability in the iterative process.

The constraints concerning the limits of power to be generated in each bus (\(P_i^{\text{min}}\) and \(P_i^{\text{max}}\)) are checked and dealt with during the iterative procedure, so that the dispatch corrections always lead to feasible load flow solutions.

![Diagram of the preventive control procedure](image)

Fig. 1. - Algorithm of the preventive control procedure

In situations where the system is very unstable it might be necessary to largely reduce the generated power from the most critical machines; however it might happen that the other machines are unable to generate that power value: this indicates that the situation may not be controllable and therefore no solution is obtained through the described method.

The algorithm described above must be seen only as the first step of a more general non linear programming procedure, that would seek the optimal solution of problem (8 - 10). For instance, in a hemstitching strategy, one would in alternate steps use the gradient of the objective function and of the violated \(\phi \geq \phi_{\text{sec}}\) constraint until a convergence criterion would be met.
5. NUMERICAL RESULTS

5.1 Data

Numerical results obtained with four contingencies simulated in the CIGRE test system are described and discussed next. Figure 2 shows the single line diagram of the system; numerical data can be found in Peças Lopes et al. [4]. The simulated contingencies are described in Table 1.

In order to obtain the corresponding training sets several load levels were considered, with the total system load varying linearly between 1190 MW and 1850 MW. Each operating point was thus initially characterized by a set of 21 variables: \( P_i; E_i; M_i \) (\( i = 1, \ldots , 7 \)).

5.2. Stability classification

The data set was then divided in two sub-sets: the training set and the test set. The number of patterns for each contingency and subset is mentioned in Table 2, as well as the test error (number of misclassifications divided by the total number of test patterns) obtained with the most successful ANN topology (an ANN with a structure of 21 inputs, 4 neurons in the first hidden layer and 2 neurons in the second hidden layer is mentioned as having a topology 21-4-2-1).

Other variables, like...
- accelerating powers at fault inception moment (\( \dot{P}_{aci} \));
- total load level consumption (PL);
- total inertia constant of the system (\( M_t = \Sigma M_i \));
- center of angle accelerating power immediately after fault occurrence (\( P_{coa}/M_t \));

...were also tried in order to characterize each operating point in the training and test sets. In spite of their better dynamic characterization, compared to the first mentioned reduced set of variables, their use as input led to similar performances of the ANNs. The noticed advantage in using these variables usually associated with the stability phenomenon was that the number of epoches needed to train the ANN was found to be smaller than in the case where the reduced set of controllable variables was used.

The quality of the results obtained must be strongly stressed in two main aspects:
- the ANN approach is most adequate for real time applications, providing a faster response than any other method available, for the same accuracy level;
- furthermore, the discriminating ability obtained in all the tried examples is largely superior to previously reported results, namely those based on pattern recognition techniques, for which the classification errors are greater (order of magnitude 1-5%), even when using variables with, in principle, higher discriminating capabilities [3,4].

5.3. Energy function emulation

When training the ANN in order to obtain the emulation of the transient energy function values for the specified contingencies, the following results were obtained:

Table 3 presents some examples of the transient energy margins calculated directly and through the trained ANN for contingency number 1.
### Table 4 - Transient energy margin values obtained with the ANN and with the transient energy function

<table>
<thead>
<tr>
<th>Energy margin</th>
<th>φ-ANN value</th>
<th>ΔV</th>
<th>φ</th>
<th>ΔV</th>
<th>φ</th>
<th>ΔV</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.198</td>
<td>6.191</td>
<td>-0.019</td>
<td>-0.016</td>
<td>0.097</td>
<td>0.100</td>
<td></td>
</tr>
<tr>
<td>5.117</td>
<td>5.122</td>
<td>-0.116</td>
<td>-0.127</td>
<td>-6.248</td>
<td>-6.253</td>
<td></td>
</tr>
<tr>
<td>4.632</td>
<td>4.631</td>
<td>-0.897</td>
<td>-0.890</td>
<td>0.967</td>
<td>0.977</td>
<td></td>
</tr>
<tr>
<td>3.740</td>
<td>3.744</td>
<td>-1.125</td>
<td>-1.134</td>
<td>-5.387</td>
<td>-5.381</td>
<td></td>
</tr>
<tr>
<td>2.301</td>
<td>2.291</td>
<td>-2.032</td>
<td>-2.046</td>
<td>1.807</td>
<td>1.811</td>
<td></td>
</tr>
<tr>
<td>1.901</td>
<td>1.900</td>
<td>-3.918</td>
<td>-3.925</td>
<td>-4.839</td>
<td>-4.835</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5 - NN inputs and results from preventive control

<table>
<thead>
<tr>
<th>bus bar</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>E (pu)</td>
<td>1.16</td>
<td>1.20</td>
<td>1.10</td>
<td>1.08</td>
<td>1.12</td>
<td>1.12</td>
<td>1.07</td>
</tr>
<tr>
<td>M</td>
<td>0.060</td>
<td>0.021</td>
<td>0.076</td>
<td>0.121</td>
<td>0.064</td>
<td>0.068</td>
<td>0.095</td>
</tr>
<tr>
<td>Old P(pu)</td>
<td>2.71</td>
<td>2.05</td>
<td>3.03</td>
<td>3.80</td>
<td>2.72</td>
<td>2.16</td>
<td>2.32</td>
</tr>
<tr>
<td>New P(pu)</td>
<td>2.53</td>
<td>2.10</td>
<td>3.08</td>
<td>3.85</td>
<td>2.78</td>
<td>2.20</td>
<td>2.33</td>
</tr>
</tbody>
</table>

5.4. Preventive control actions

Several system unstable states for different contingencies were tested with the preventive control algorithm. An illustrative example is described next.

An initial state system was characterized by the measures indicated in table 5, namely the "Old P" values. If contingency 1 would occur, the system would become unstable, with $\phi = 2.087$. The values "New P" in this table show the corrected powers to be generated as a result of the preventive control algorithm, giving a new feasible stable solution. The new value of the transient energy function is now $\phi = 0.084$, assuring therefore the stability of the system. This result was confirmed by numerical step by step integration of the machine differential equations.

Again, with high quality results, one has a tool adequate for real time applications, due to the unique characteristics of ANNs.

### Table 5 - NN inputs and results from preventive control

6. CONCLUSIONS

Neural networks provide a simple, fast and reliable tool for power systems dynamic security classification, emulation and control. The results show that is possible to reach a classification performance very near 100% in many cases. In the emulation of the security function, ANN based methods can reach a very good level of approach to the referred function values.

Simple but effective ANN methods can also be implemented to develop preventive control measures. The algorithm presented here, for this purpose, shows a way of reaching system stable states from unstable ones. The results show that, in many cases, a very small change in the optimal economic dispatch is sufficient to provide a new stable state.

The main contributions of this work can be summarized as follows:

a) The ANN approach developed here is able to produce real time accurate measures of the degree of the system stability when using, as ANN inputs, controllable system variables available directly from the SCADA systems;

b) Effective preventive control measures can be suggested on-line through generation load redispatch, when exploiting the possibility of getting, directly from the trained ANN, the sensitivities of the stability index relative to the input variables.
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