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Abstract

This paper proposes a new architecture of a cellular genetic algorithm (cGA) suitable for FPGA implementation. By spreading the algorithm solutions (population) into sub-populations accessed from different processing nodes, a scalable array of processing elements can be run in parallel. Each subpopulation is saved in a dual-port memory block (BRAM) so that two different processing elements can share the same information. Preliminary results of a simple GA implementation for the travelling salesman problem (TSP) have shown that the problem size allocated for the algorithm is mainly constrained by the available memory and not by the other logic resources. Simulations performed to evaluate the effectiveness of the cGA as an optimization procedure have shown that this cGA architecture does not degrade the quality of the final solution and the performance almost linearly increases with the number of processing nodes.

1. Introduction

The Genetic Algorithm (GA) is one of the most known techniques used to solve complex optimization problems. It is a population based metaheuristic inspired in the evolution of species, where principles of natural selection and genetic are applied to candidate solutions of a problem with the goal of generating better ones [1].

However, a GA is a very computational intensive algorithm, demanding a huge number of iterations to solve real world optimization problems with effectiveness. With the increase of the need for solving such optimization problems in embedded systems, it becomes more important new architectures for accelerating the execution time of a GA into dedicated hardware.

This paper presents a proposal for a scalable cellular genetic algorithm (cGA) architecture suitable for a field-programmable gate array (FPGA) implementation. The architecture makes use of the dual port memory blocks (BRAMs) available in such devices to distribute the population (solutions of the algorithm) and to share a subpopulation of the cGA between two different GA processors. The travelling salesman problem (TSP) was elected as a case study to evaluate the cGA. Given a list of cities and their relative distances, the objective of this optimization problem is to visit each city exactly once in the shortest possible tour. To represent a solution of the TSP, the path representation was used which is a list of unique numbers representing the order that the cities must be visited [2].

The remainder of this paper is organized as follows. Section 2 presents a review of GAs and parallel GAs as well as related work performed in the field of hardware implementations of these algorithms. The proposed cGA is explained in Section 3 together with software simulations to validate the effectiveness of the algorithm as an optimization procedure. In Section 4 it is discussed the maximum size of an instance of the TSP together with the size of the array of the cGA that can be implemented in a FPGA. Finally, the paper concludes with Section 5.

2. Related Work

2.1. The Genetic Algorithm

The algorithm keeps a pool of solutions, called “population”, coded in a proper way so that they can be combined to generate new ones. A “selection” procedure chooses solutions (typically two) to interact with each other based on genetic inspired operators like “crossover” and “mutation” to produce new solutions that explore new areas of the search space. To measure the quality of a solution an objective function quantifies its “fitness”, so that the algorithm evolves towards better solutions. A “replacement” strategy guarantees that less fit solutions should be removed from the population.

In the simple GA the population is considered as a whole, meaning that any two solutions can interact with each other for a given iteration of the algorithm. In contrast, with a parallel genetic algorithm (PGA) the population is somehow divided into subpopulations leading to several simple GAs that can run in parallel [3]. Two main architectures of PGAs are known: the distributed GA (dGA) and the cellular GA (cGA). With the dGA the population is partitioned in a set of islands that execute a GA and a migration of solutions is performed from time to time among the different islands. In the cGA, the solutions of the population are distributed into a regular structure and the operations of the GA are applied to solutions within a small neighbourhood. An overlap must exist of neighbourhoods to ensure that solutions propagate along the structure to promote the interaction among all the population. In contrast to the dGA, the cGA does not need a migration scheme.
2.2. Hardware Implementations of GAs

Since a GA deals with a considerable number of solutions (the population), one of the main difficulties to build a dedicated hardware architecture is the management of the memory needed to store that information. In [4], the population of the GA is completely replaced for a new one in each generation of the algorithm. Although with this it is possible to parallelize the crossover and mutation operations, a bottleneck may happen while reading and writing back all the solutions to the memory. This clearly can be a drawback for solving problems that need a large amount of memory which is limited in bandwidth.

To avoid such situation, a “steady-state” GA is adopted where a single solution replaces an existing one from the population on each generation of the algorithm [5]. With this technique, it is possible to build more efficient hardware implementations since it avoids exhaustive memory accesses. The goal here is to generate, within a certain limit, a new solution at each hardware clock cycle. In order to accomplish this, the genetic operations like the selection, crossover or the fitness evaluation, should avoid pipeline stalls [6]. Accelerations of a few hundreds have been reported while comparing a dedicated hardware implementation against a software counterpart [5, 6].

In order to speedup the algorithm some authors adopt the distributed GA model [4, 7]. The idea is to use available hardware resources to increase the number of simple GAs running in parallel. With this, the amount of new generated solutions increases in proportion to the number of islands of the dGA. However, it is necessary to implement a migration strategy of solutions among the different processor elements to guarantee the quality of the final solution of the problem.

It should be noted, however, that the operations of the GA can have different computational efforts, leading to different bottlenecks in the algorithm. The fitness evaluation is usually the most critical operation and is highly dependent on the problem that is being optimized. In some cases this operation is simple to be computed and it may not compromise the execution time of the algorithm, especially if the representation of a solution is simple leading to a straightforward combinatorial circuit to calculate the fitness. The set covering problem is one of this [6]. However, it may happen that the fitness function is the most time consuming operation of the GA. For example, in a chip partitioning problem after a software profiling of the algorithm, the fitness evaluation represents as much as 95% of the total execution time [8]. This clearly shows that this operation can have a tremendous impact in the algorithm execution time.

3. A Proposal for a Cellular GA

By spreading the population into subpopulations, a parallel GA allows the parallelization of several (simple) GAs. Moreover, with this algorithm the management of the memory becomes easier since several memories may exist to store different subpopulations, each one attached to a GA processor. With this, parallelism can be explored without leading to critical bottlenecks in the memory accesses as it happens with the simple GA.

This section presents a new architecture of a parallel GA suitable for hardware implementation, mainly for FPGAs devices. The algorithm is based in the cellular GA model which ideally can have a GA processor for each solution of the population, thus maximizing the parallelization of the algorithm.

3.1. The cGA Architecture

The overall architecture of the cGA is depicted in figure 1 exemplified as an array of $4 \times 4$ processors. The basic element present in the architecture consists of a GA processor connected to four memories. Each memory stores a subpopulation of the cGA and has two input/output ports that connect to different neighbour processors. By using a same memory block shared by the GA processors nodes at the opposite sides of the array (both for the top-bottom and left-right), the overall structure of the cGA is kept linear and it assumes a toroidal shape. In total, the array has two times more memory blocks than GA processors. In this example, 16 GA processors need a total of 32 memories or subpopulations of the cGA.

Since each processing element has access to four different memories, this architecture allows the reading of two solutions and the writing of a new one in parallel. This can be explored in order to pipeline the operations of a GA processor to speedup even further the algorithm.

3.2. Architecture Simulation

To validate and study the proposed cGA a simulation model of the architecture was developed in SystemC [9].
This language, which is a set of C++ classes capable of providing event-driven simulations, was adopted to reproduce accurately the changes of contents in the shared memories that store the subpopulations of the cGA. The Microsoft Visual Studio 10 was used for compiling the C++ code. For generating all the random numbers needed in the cGA, the function `rand()` of the Visual Studio library was adopted which is capable of generating pseudo-random numbers in multi-thread applications, which is needed for SystemC simulation. The travelling salesman problem was chosen as the optimization problem to evaluate the proposed algorithm.

For each GA processor, the algorithm starts by selecting two random solutions from two different memories. A crossover and mutation are performed and a new solution is generated followed by a fitness evaluation. Finally, in the replacement, the new solution is written into one of the local memories. It is assumed that the selection, fitness and replacement operations take 10 clock cycles each one to be processed. For the crossover and mutation operations together a random number between 5 and 15 determines the delay. The randomness of this time aims to desynchronize the operations of different GA processors, reflecting this way different execution times for different generations of a new solution by a given processor. This behaviour is what actually may happen for some techniques of crossovers. The average time of 10 clock cycles per operations is chosen only for simulation purposes and different values will affect the results by a factor of scale for the execution time (or the number of clock cycles).

No pipeline of operations is considered inside a GA processor. The maximal preservative crossover (MPX) is responsible to implement the crossover and mutation operation as described in [2]. It should be noted that this operator creates connections between two cities of the TSP which are not present on both parents, acting this way as a mutation. For this reason no mutation operation is performed explicitly.

### 3.3. Results

The cGA architecture was evaluated with an instance of 280 cities of the TSP [10]. The experiments start with randomly generated solutions and, in order to have good statistical results, 20 independent runs were performed. For the replacement strategy of a GA processor, at each iteration of the algorithm, the new generated solution substitutes the worst previously selected solution if this one is worse than the new solution. If the two selected solutions have a better fitness than the new one, no replacement occurs.

A total population of 256 individuals and architectures of $1 \times 1$, $2 \times 2$, $4 \times 4$ and $8 \times 8$ GA processors in the cGA were tested. This means that 128, 32, 8 and 2 solutions are available in each subpopulation, correspondingly. The case of $1 \times 1$ corresponds to a simple GA with two memories (to keep the same structure of the proposed architecture).

Figure 2(a) shows the fitness evolution over 5 million new generated solutions in all GA processor of the cGA array. From the simulation results obtained, it is clear that an increase of the number of processors does not degrade the quality of the final solution found by the cGA.

However, in the architectures with a larger number of processors, especially for the $8 \times 8$ case, the convergence rate starts clearly to decrease after a certain number of generated solutions. This behaviour can be explained as the number of the GA processors increases, a solution’s information takes more time to spread to the rest of the architecture and to combine with other solutions and so each GA processor tends to get stuck in local minimums.

As hardware execution time is concerned, figure 2(b) depicts the fitness evolution accordingly to the number of clock cycles needed to generate 5 million solutions for different array sizes of the cGA. The $8 \times 8$ architecture achieves a considerable speedup over the other architectures with less GA processors. The effects of a slow convergence rate per iteration previously seen for arrays with high number of GA processors are fully compensated by the speedup obtained by the parallelism.

It should be emphasized that for array configurations with a higher number of processors, the convergence rate slows down because of the small number of solutions.
present in each subpopulation of the cGA. It is not the size of the array of the cGA that directly affects the convergence but, instead, it is the subdivision of the global population into small subpopulations. To show this, a second experiment was performed now with a total population of 1024 solutions applied to arrays of $1 \times 1$, $2 \times 2$, $4 \times 4$, $8 \times 8$ and $16 \times 16$. These configurations lead to subpopulations of 512, 128, 32, 8 and 2 solutions respectively. 20 million generated solutions were needed to make the algorithm converge for this population size. The convergence rate of the cGA with 16 processors behaves in the same way as the $8 \times 8$ case of the previous experiment when compared to the corresponding $1 \times 1$ array. Both cases have 2 solutions per subpopulation. The same happens for the $8 \times 8$ array with a total of 1024 solutions and the $4 \times 4$ array with 256 solutions, both with 8 solutions per subpopulation.

Figure 3 depicts (in log-log scale) the number of clock cycles needed to achieve a given value of fitness for the different array configurations of the second experiment. The results, once again, show that the proposed cGA does not degrade the quality of the final solution found by larger arrays and the execution time of the algorithm decreases almost linearly with the number of processors of the cGA.

4. Analysis for a FPGA Implementation

By exploring the dual-port block memories present in modern FPGAs, the proposed cGA fits well these programmable devices. The algorithm, by spreading the populations into small subpopulations and by having several GA processors capable of running at the same time, becomes a scalable hardware architecture. This section discusses the implementation of the proposed cGA in current FPGAs.

4.1. The GA Processor

A custom hardware FPGA was developed that implements a simple GA [11]. As in the previous section, the TSP was chosen as a case study and the same genetic operators of the GA were adopted. The proposed architecture can process nearly one city of the problem on each clock cycle by implementing an efficient hardware pipeline in the operations of the GA. The algorithm was described using Verilog language and successfully implemented in a Virtex-4 FPGA (XC4VLX80-10) running at 96MHz for solving a 1002 city problem [10]. Comparing to the same algorithm coded in C and running in the embedded PowerPC processor of a Virtex-4FX FPGA, a speedup of 20x was observed. Synthesis results showed that for this instance of the TSP and with a GA with a population of 62 solutions, this architecture uses 810kbit of RAM, that represents 22% of the total dual port memory blocks (BRAMs) available in the FPGA, and less than 1% of the LUTs and flip-flops. With a TSP with 4000 cities, the logic resources needed to implement the GA are kept almost the same and below 1%, however the BRAMs of the FPGA are almost fully utilized.

A GA processor of the proposed cGA is similar to the one presented previously since the operations of the GA are the same. It is clear that the parallelization of several GA processors is possible to be implemented into a FPGA as they require a reduced amount of logic resources.

4.2. The Subpopulation

In the cGA presented in this work each subpopulation connects to two different GA processors that can access to the same memory at the same time. For simplicity and optimization of the digital circuits it is desired the use of a dual port RAM. Nowadays FPGAs provide a considerable number of BRAMs with such feature. As an example, the FPGA used to implement the simple GA described over the last subsection (XC4VLX80) has 200 BRAMs each one with a capacity of 18kbit. This means that a maximum of 200 subpopulations can be implemented together with 100 GA processors (half of the number of subpopulations) of the cGA. Nevertheless, the 18kbit of a BRAM limits the number of solutions capable to be stored in a single memory.

$$n_{\text{sol, subpop}} \cdot n_c \cdot \left\lceil \log_2 (n_c) \right\rceil \leq n_{\text{BRAM, subpop}} \cdot 18 \cdot 2^{10} \quad (1)$$

Equation 1 describes the relation among the number of solutions in a subpopulation ($n_{\text{sol, subpop}}$); the maximum number of cities of the TSP ($n_c$); and the number of BRAMs needed to store a subpopulation ($n_{\text{BRAM, subpop}}$). This equation assumes a capacity of 18kbit for a BRAM and that a solution of the TSP in the path representation (a list of unique cities) needs $n_c \cdot \left\lceil \log_2 (n_c) \right\rceil$ bit to be represented. In table 1, some numerical examples (for the XC4VLX80 FPGA) are presented for these variables together with the number of GA processors and the size of the population of the cGA.

4.3. FPGA Resources

The proposed cGA is well suited for a FPGA implementation as it can increase/decrease the number of GA processors and the subpopulations. Since the operations of a GA
processor are simple, it is possible to have a considerable amount of parallel processing elements. Nevertheless, for optimization problems requiring a large amount of memory to store the solutions, it may happen that a single subpopulation needs more than one BRAM to store the information. This leads to a decrease of the number of subpopulations in the cGA and, consequently, to less GA processors. To overcome this, a decrease of the overall population size must be performed.

5. Conclusions

This paper presents an architecture of a cellular genetic algorithm suitable to be implemented in modern FPGA devices. The cGA is scalable since the number of GA processors and subpopulations can be increased to speed up the algorithm. Nevertheless, the size of the array of the cGA is limited by the number of available BRAMs in the FPGA since a single subpopulation requires at least one of these blocks. For problems requiring large amounts of memory the number of subpopulation of the cGA needs to decrease, leading to a decrement of the number of GA processors.

Simulations performed to evaluate the cGA as an optimization technique have shown the effectiveness of the algorithm. This means that despite the spreading of solutions used in the proposed cGA, the algorithm does not degrade the quality of the final solution. The parallelism obtained by having more GA processors clearly shows effective speed up which grows proportionally with the number of processing nodes. The result is a cGA that guarantees the same solution quality as the simple GA and it can be more efficient as it may run faster due to parallelization.
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