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Abstract—Data stream mining is an emergent research area that investigates knowledge extraction from large amounts of continuously generated data, produced by non-stationary distribution. Novelty detection, the ability to identify new or previously unknown situations, is a useful ability for learning systems, especially when dealing with data streams, where concepts may appear, disappear, or evolve over time. There are several studies currently investigating the application of novelty detection techniques in data streams. However, there is no consensus regarding how to evaluate the performance of these techniques. In this study, we propose a new evaluation methodology for multiclass novelty detection in data streams able to deal with: i) unsupervised learning, which generates novelty patterns without an association with the true classes, where one class may be composed of a novelty set, ii) confusion matrix that increases over time, iii) confusion matrix with a column representing unknown examples, i.e., those not explained by the model, and iv) representation of the evaluation measures over time. We propose a new methodology to associate the novelty patterns detected by the algorithm, in an unsupervised fashion, with the true classes. Finally, we evaluate the performance of the proposed methodology through the use of known novelty detection algorithms with artificial and real data sets.

Index Terms—Evaluation methodologies, novelty detection, data streams

1 INTRODUCTION

Data stream mining is an active research area that investigates the extraction of knowledge from large amounts of continuous data. A data stream (DS) presents important characteristics such as non-stationary distribution, in which the learned concepts can evolve over time, and unbounded data arrival. In this context, new problem classes (new true classes) may appear, disappear, reappear or evolve over time. According to [1], the most challenging tasks in DSs are concept drift, which means a change in the data distribution, and concept evolution, which means emergence of novel classes.

Novelty detection (ND) is a stream mining task that assesses if an example or a set of examples differ significantly from the previously generated examples. This is considered a useful ability for learning systems, especially when the data are acquired incrementally [2]. ND is an important task for DS mining as it allows for the recognition of novel concepts, which may indicate the appearance of a new concept, a change in known concepts or the presence of noise [3].

There are many real problems that generate data continuously, where the application of ND techniques is useful, as, for example, intrusion detection [4], [5], fault detection [6], [7], fraud detection [8], forest cover detection [1], spam filter [9], and text classification [10].

Most of the previous studies see ND as a one-class task, whose goal is to discriminate examples from the “Normal” and “Not-Normal” classes [11], [12], [13], [14], [15]. These studies use binary classification measures to evaluate the investigated algorithms. However, several real problems are not one-class, which makes the use of these algorithms and evaluation measures impractical.

Recent studies have treated ND as a multiclass classification task, where the normal concept can be made up of by different classes, and novel classes may appear over the course of time [1], [16], [17], [18], [19], [20], [21]. However, most of them use binary classification measures to evaluate the investigated classifiers [1], [16], [18]. These measures are unable to express the problem properly, especially when different novelty patterns (NP) appear over time.

For ND in DSs, it is common to use the term unknown to represent an example not explained by the current model, but used to model new concepts or extensions of the known concepts [15], [17]. This is an important issue to be considered in the evaluation of ND, but it has been neglected by existing approaches.

In this study, we propose a new evaluation methodology for ND in multiclass DSs. The proposed methodology can also be used in one-class tasks, since it can be considered a particular case of multiclass classification. This methodology is able to deal with:

- unsupervised learning, which generates NPs without any association with the problem classes, and where one class may be composed of more than one novelty;
- confusion matrix that increases over time;
• confusion matrix with a column representing the unknown examples, i.e., those not explained by the current model;
• representation of the evaluation measures over time;
• problem of the reduction of the classification error rate as the number of NPs increases, i.e., the more NPs detected, the lower the classifier error.

This study proposes a new methodology to associate the NPs detected by a ND algorithm, in an unsupervised learning, with the problem classes, where one class may be composed of a set of NPs. To the best of our knowledge, this is the first study that considers an incremental confusion matrix, where the number of true classes may be different from the number of predicted classes and the detected NPs are unlabeled and do not have a direct match with the problem classes. We evaluate the performance of the proposed methodology by known ND algorithms with artificial and real data sets and compare it with the methodology commonly used in the literature.

A preliminary version of this work was presented in [22]. The current work incorporates a large number of modifications, resulting in several new contributions. First, it has a new formalism that facilitates the distinction between ND in one-class classification and ND in multiclass problems. Second, it extends the previous review of the state of the art. Additional algorithms found in the literature are discussed and more details are provided, especially when considering the confusion matrix computed for each algorithm. Third, the proposed methodology is incremented by the addition of model selection techniques. These techniques were added to address an important issue, that has not been addressed by the literature evaluation methodologies for ND algorithms in DSs, which is the decrease of the misclassification rate as the number of NPs increases. Thus, it is not enough to obtain a classifier with low error rate. It is also important to obtain a model with a low number of NPs. Fourth, the experimental section uses a larger number of algorithms and data sets. Finally, it presents a deeper comparative analysis between the methodology used in the literature and our proposed methodology.

The paper is organized as follows. Section 2 presents the problem formulation, the main challenges to be addressed and the importance of a new methodology to evaluate ND in DSs. Section 3 describes the main related work. Section 4 details the proposed methodology. Section 5 shows the experiments carried out and the results, measured by the proposed methodology, obtained for different data sets using ND algorithms from the literature. Finally, Section 6 summarizes the conclusions and limitations, as well as discusses future works.

2 FORMALIZATION OF THE PROBLEM

A DS can be described as a sequence of examples that continuously flow, and whose data distribution can change over time.

Definition 1 (Data Stream). A data stream \( S \) is a substantial sequence of examples \( x_1, x_2, \ldots, x_N \), i.e., \( S = \{x_i\}_{i=1}^N \), which is potentially unbounded \( (N \to \infty) \). Each example is described by an \( n \)-dimensional attribute vector \( x_i = [x_i^1, \ldots, x_i^n] \) [23].

TABLE 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{\text{knw}_i} )</td>
<td>( i )th known problem class</td>
</tr>
<tr>
<td>( C_{\text{nov}_i} )</td>
<td>( i )th novel class</td>
</tr>
<tr>
<td>( \text{NP}_i )</td>
<td>( i )th novelty pattern</td>
</tr>
<tr>
<td>( FP_i )</td>
<td>number of false positives of the class ( i )</td>
</tr>
<tr>
<td>( FN_i )</td>
<td>number of false negatives of the class ( i )</td>
</tr>
<tr>
<td>( TP_i )</td>
<td>number of true positives of the class ( i )</td>
</tr>
<tr>
<td>( ExC_i )</td>
<td>number of examples of the class ( i )</td>
</tr>
<tr>
<td>( \text{Unk}_i )</td>
<td>number of unknown examples of the class ( i )</td>
</tr>
<tr>
<td>( Ex )</td>
<td>number of examples considering all problem classes</td>
</tr>
<tr>
<td>( M )</td>
<td>number of problem classes</td>
</tr>
<tr>
<td>( \text{FE} )</td>
<td>number of misclassification in the known classes</td>
</tr>
<tr>
<td>( \text{NC} )</td>
<td>number of examples from novel classes</td>
</tr>
<tr>
<td>( \text{NS} )</td>
<td>number of examples in the stream</td>
</tr>
</tbody>
</table>

An important task related to DSs is ND. In general, algorithms for ND in DSs work in two phases, namely offline and online. In the offline phase, a set of labeled examples is used to induce a classifier. These labeled examples represent the known concept concerning the problem. Usually, the known concept is composed of examples from only one class, named normal class. In the online phase, whenever a new example arrives, it is classified in the normal class or it is rejected (or classified as abnormal, anomaly or novelty). This is the classical setting in one-class-classification [15], [24], [25], [26], [27], [28], [29], [30].

Recently, several authors extended this framework to a multiclass context [1], [16], [17], [18], [19], [20], [31], [32]. In this work, we propose a generalization of the previous formalization to the multiclass context. In this generalization, in the offline phase, each example from the training set has a label \( (y_i) \), where \( y_i \in Y^{\text{tr}} \), with \( Y^{\text{tr}} = \{C_{\text{knw}_1}, C_{\text{knw}_2}, \ldots, C_{\text{knw}_K}\} \), where \( C_{\text{knw}_i} \) represents the \( i \)th known class of the problem and \( K \) is the number of known classes. In the online phase, as new data arrive, new novel classes can be detected, expanding the set of class labels to \( Y^{\text{all}} = \{C_{\text{knw}_1}, \ldots, C_{\text{knw}_K}, C_{\text{nov}_1}, \ldots, C_{\text{nov}_K}\} \), where \( C_{\text{nov}_i} \) represents the \( i \)th novel class and \( K \) is the number of novel classes, which is previously unknown. Table 1 presents the main symbols used in this paper.

Definition 2 (Novel Class). A class that is not available in the training phase (offline), appearing only in the online phase.

Initially, a classifier can deal effectively only with examples from the training classes. When examples belonging to novel classes appear over the stream, they are temporally classified as unknown.

Definition 3 (Unknown). An example not explained by the current model. In one-class classification tasks, it is named as abnormal, rejected or anomaly, i.e., the example does not belong to the normal concept. In some contexts, this is sufficient. In multiclassification tasks, a group of unknown examples can be used to model new concepts.

The unknown examples are submitted to ND procedure in order to produce different NPs (see Fig. 1).
Definition 4 (Novelty Pattern (NP)). A pattern identified in unlabeled examples, previously considered as unknown by the classification system.

A common unsupervised approach to detect NP is to group similar unknown examples using a clustering algorithm. A cluster or group of clusters constitute a NP, which is later used to classify new examples. However, it is not easy to associate NPs detected by a learning algorithm to the problem classes, where one problem class can be represented by one or more NPs. In addition, due to the presence of concept drift, phenomenon in which the known concept changes over time, the algorithm may also detect NPs to represent extensions of the known classes.

As proposed in [17], the confusion matrix (see Fig. 2) resulting from the classification task is not square and the number of columns increases when new NPs are discovered. Each row of the confusion matrix represents one of the problem classes (known and novel classes) and each column represents one of the predicted classes. The columns $C_{\text{known}}, C_{\text{known}2}, \ldots, C_{\text{known}L}$ correspond to the classes learned during the offline phase, the columns NP$_1$, NP$_2$, \ldots correspond to the NPs learned in the online phase and the last column is the unknown (Unk) label. For unsupervised algorithms, the NPs detected over time do not have a direct matching with problem classes. The NPs are sequentially labeled as NP$_1$, NP$_2$, etc. Besides, a given problem class can be associated with one or more NPs and a particular class may not be detected by the algorithm.

In order to use this confusion matrix, six requirements must be considered:

- one class may be represented by two or more NPs, thus it is possible to have more NPs than problem classes;
- ND algorithm can detect less NPs than the number of novel classes. This may happen if the algorithm did not properly distinguish the examples from all the novel classes;
- presence of examples not explained by the current model and labeled by the algorithm as unknown;
- multiclass scenario, i.e., the computation of accuracy or error measures have to consider the different classes learned in the offline and online phases, which is harder than to distinguish between normal and novel concepts;
- error rate tends to decrease when the number of NPs increases;
- representation of the confusion matrix that can vary over time.

The evaluation methodology employed by the proposed approach has to deal with all these requirements. In order to deal with the first two requirements, it is necessary to associate NPs to classes. Section 4.1 explains the approach adopted in this study. An alternative to deal with the third requirement is discussed in Section 4.2. A solution for the fourth problem is proposed in Section 4.3. An approach to deal with the fifth requirement is presented in Section 4.4. Finally, Section 4.5 describes how the last requirement is met.

3 Novelty Detection Evaluation

This section presents other studies found in the literature related to the evaluation of ND algorithms in DS mining. It also discusses evaluations that consider a rejection option and multiclass classification tasks.

3.1 Novelty Detection Evaluation in Data Streams

Many algorithms have been proposed to deal with ND in DSs. However, little attention has been devoted to an adequate evaluation of these algorithms. The ND evaluation methodologies found in the DS literature follow three approaches, regarding how they consider ND:

- ND as a one-class classification task;
- ND as a multiclass classification task but only one NP appears at a time;
- ND as a multiclass classification task where more than one NPs may appear.

OLINDDA [15] and DETECTNOD [24] are algorithms for ND in DSs that belong to the first group. They present the following features:

- known concept is composed by only one class, the normal class;
- decision model is composed by three sub-models: normal, representing the known concept, extension, representing extensions of the normal class, and novelty, created to represent the novel classes that appear over time;
- each decision model is represented by a set of clusters;

The evolution of the confusion matrix over time (adapted from [22]).
examples not explained by the current decision model are marked as unknown and can be later used to update the decision model;
- novelty sub-model does not distinguish between different NPs, i.e., examples from different novel classes may be classified simply as “novelty”;
- extension and novelty sub-models are updated by adding new clusters created with the unknown examples. Thus, the update operation uses unlabeled examples only.

The confusion matrix generated by OLINDDA [15] and DETECTNOD [24] algorithms is illustrated in Fig. 3. In this figure, the first row represents the normal concept (negative class), $C_1$. The second row represents the other class or (positive class), which includes the observed classes $C_2$ to $C_M$, where $M$ is the number of observed classes over the stream.

To evaluate this confusion matrix, OLINDDA and DETECTNOD use the following measures $M_{new}$, the percentage of novel class examples misclassified as belonging to the normal model, and $F_{new}$, the percentage of normal class examples wrongly labeled as belonging to the novelty or extension models, see Equation (1).

In this Equation, $FP$ is the number of elements from the normal class wrongly classified as novelty, extension or unknown, $FN$ is the number of examples from the novel classes classified as belonging to the normal classes, $NC$ is the number of examples from the novel classes in the DS, and $NS$ is the number of examples in the DS. This evaluation methodology has two limitations: the examples marked with the unknown profile are computed as error (for the normal class), which includes the observed classes or hits (for the novel classes) and it can only be used for binary classification tasks,

$$M_{new} = \frac{FN \times 100}{NC} \quad F_{new} = \frac{FP \times 100}{NS - NC},$$

The second approach is adopted by the ECSMiner [1] and CLAM [18] algorithms. These studies assume that the known concept concerning the problem can be composed of different classes, therefore they use multiclass classification algorithms. However, they consider that only one novel class can appear at each time instant. They present the following features:

- known concept may be composed of a set of classes;
- decision model represents the known classes and is updated over the stream whenever a new labeled chunk is available;
- use an ensemble of classifiers, induced by a decision tree induction algorithm or the KNN algorithm;
- each example can be classified in up to $T_c$ time units. Thus, the examples explained by the model are immediately classified, while those not explained, wait for the arrival of new similar examples to build NPs. A new example is not added to the confusion matrix until it is classified. Before its classification, the example is seen as “unknown”;
- consider only one NP per chunk. If examples from more than one novel class appear at the same data chunk, they may be classified only as “novelty”, without distinguishing between them;
- assume that after a delay of $T_l$ time units, the true label for all examples will be obtained. The model is updated using these labeled examples in a new training phase.

In the confusion matrix generated by ECSMiner and CLAM, illustrated by Fig. 4, the rows correspond to the observed classes and the columns to the predicted classes. The classes $C_1$ to $C_M$ represent the current known classes, which were learned either offline or online, using labeled examples. The classes $C_{M+1}$ and $C_{M+2}$ represent two novel classes observed in the current chunk. In this matrix, $TN$ represents the hits in the known classes. For the examples from the novel classes, a hit means classify it as novelty ($TP$). In this confusion matrix, $FN$ and $FP$ are defined as previously, and $FE$ is the number of misclassifications in the known classes.

In addition to the $M_{new}$ and $F_{new}$ measures, ECSMiner and CLAM, like other algorithms [16], use the $Err$ measure—percent of total misclassification (see Equation (2)). The main limitation of this approach is, although considering ND as a multiclass classification task, they use binary evaluation measures. Besides, the $Err$ measure does not consider as an error the classification of examples from different classes in the same NP,

$$Err = \frac{(FP + FN + FE) \times 100}{N}.$$
a NP is composed of a set of clusters and different NPs can be identified over time.

The confusion matrix proposed by the authors and used by MINAS can be seen in Fig. 2. This matrix can be incrementally modified, by adding a new column whenever a new NP is detected. In its first version, evaluation measures were not extracted from this matrix.

### 3.2 Evaluation Measures for Classification with Reject Option

Most of the classifiers used in the literature predict the class label of all examples, even if there is uncertainty in this prediction. Some studies stress the importance of considering rejection explicitly [25], [33], [34], [35]. Classification with rejection adds a reject option to a classifier to highlight when there is not enough evidence to assign an example to one of the existing classes.

In the classification task with a reject option [25], [33], [34], [35], an example is rejected if its true class cannot be reliably predicted [34]. It is considered to be better to reject an example than to misclassify it. For these situations, the accuracy and error rate may be calculated either by considering all the examples or by taking into account only the examples accepted by the classifier. In both cases, the following properties can be verified [36]:

\[
p(\text{accept}) = 1 - p(\text{reject}) \tag{3}
\]

\[
p(f(x) = y) + p(f(x) \neq y) + p(\text{reject}) = 1 \tag{4}
\]

\[
p(f(x) = y | \text{accept}) + p(f(x) \neq y | \text{accept}) = 1. \tag{5}
\]

In Equation (3), the rejection rate is the probability that a given classifier rejects a new example and the acceptance rate is the probability that a given classifier accepts the example. The acceptance and rejection rates are complementary. Equation (4) considers that the rejected examples are neither a hit nor an error, but they are computed separately. Equation (5) is the probability of making an incorrect classification, given the classifier has accepted an example.

### 3.3 Evaluation Measures for Multiclass Classification

Several DS classification tasks have more than two classes. Although the studies on ND in DSs have not explored the use of multiclass evaluation measures, this issue has been studied intensely in other contexts.

One approach to evaluate the predictive performance of multiclass classifiers is to divide the original \(M \times M\) confusion matrix into \(M\) binary one-against-all matrices, one for each class (see Fig. 5). For each class \(C_i, TP_i\) is the number of examples from the class \(C_i\) correctly classified, \(FP_i\) is the number of examples from the class \(C_j (j = 1, \ldots, M, j \neq i)\) incorrectly classified as belonging to class \(C_j\), \(FN_i\) is the number of examples from the class \(C_i\) wrongly classified as belonging to another class \(C_j\) and \(TN_i\) is the number of examples from the class \(C_j (j = 1, \ldots, M, j \neq i)\) not classified as belonging to the class \(C_j\).

An error measure applied to multiclass classification tasks, defined in Equation (7), is the combined error (CER), which is the average of the weighted rate of false positive and false negative per class (see Equation (6)) [37]. In this equations, \(#\text{Ex}C_i\) represents the number of examples from the class \(C_i\) and \(#\text{Ex}\) represents the total number of examples. Another measure used to evaluate the predictive performance of classification algorithms is the F-measure, defined as the weighted harmonic mean of precision and recall. This measure can be adapted to multiclass classification tasks, as proposed by [38]. In this case, the average of the F1-measure (F-measure with \(a = 1\)) is calculated for each class.

These measures can be applied to multiclass classification tasks and they are adequate for dealing with unbalanced data. However, the unknown examples are not taken into account. In this study, we extend these measures to take into account the unknown examples.

\[
\text{FPR}_i = \frac{FP_i}{FP_i + TN_i} \quad \text{FNR}_i = \frac{FN_i}{FN_i + TP_i} \tag{6}
\]

\[
\text{CER} = \frac{1}{2} \sum_{i=1}^{M} \frac{\#\text{Ex}C_i}{\#\text{Ex}} (\text{FPR}_i + \text{FNR}_i). \tag{7}
\]

### 4 The Proposed Methodology

In order to evaluate the incremental confusion matrix generated by ND algorithms for DSs (see Fig. 2), some issues must be addressed.

- **How to process rectangular confusion matrices?**

  **The problem.** In general, the existing approaches apply evaluation measures to a confusion matrix, assuming that the matrix is square and the main diagonal represents the examples correctly classified for each class. However, as the confusion matrix presented in this work is rectangular (see Confusion Matrix 1 in Fig. 6), where the number of predicted classes is not the same as true classes, evaluation measures cannot be directly applied to this matrix. In addition, the NPs are not labeled, and thus are not directly associated with the true classes.

  **Approach proposed in this study.** To deal with this confusion matrix, unlabeled NPs are associated with the true classes (see Section 4.1). Fig. 6 (Confusion Matrix 1 and Confusion Matrix 2) illustrates a confusion matrix before and after this association.

- **How to evaluate the examples marked as unknown?**

  **The problem.** It is necessary to decide how to evaluate the last column of the confusion matrix (see Fig. 6, Confusion Matrix 2), which represents the examples marked with the unknown profile. It is expected that the number of unknown examples increases in the presence of novel classes or concept
drift. However, when these changes are learned, this number should decrease. Therefore, to associate the unknown examples with hits or errors may not be an adequate solution.

**Approach proposed in this study.** Compute error/accuracy measures not taking into account the unknown examples and compute a measure to evaluate the number of unknown examples per class (see Section 4.2).

- **Which measures should be used to evaluate the confusion matrix?**

  **The problem.** The measures commonly used in the literature, \( M_{\text{new}}, F_{\text{new}} \) and \( \text{Err} \) are inadequate for multiclass classification tasks and imbalanced classes.

  **Approach proposed in this study.** Use a measure developed for multiclass classification tasks, like \( CER \), and plot its values on a graphic together with the evaluation measure for the unknown examples (UnkR).

- **How to treat the problem of reduction in the error rate as the number of NPs increases?**

  **The problem.** The error of the classifier decreases as the number of NPs increases. Thus, when comparing two or more classifiers, it is important to take into account not only the error rate, but also the number of NPs. A good model should obtain a low error rate with a feasible number of NPs. The difficulty is how to compare two classifiers regarding their error rate and number of NPs.

  **Approach proposed in this study.** Use penalized likelihood method for model selection, such as AIC. This method penalizes the complexity of the model, where complexity is measured by the number of classes detected by the algorithm (NPs plus known classes).

### 4.1 A Rectangular Confusion Matrix for ND

Considering that the online phase is unsupervised, the NPs detected by the algorithm do not have a direct matching with the true classes. In addition, the number of NPs is not equal to the number of true classes. To build a square confusion matrix it is necessary to associate the NPs with the true classes. However, the number of possible associations is exponential. The objective of this section is to explain the inspiration for the solution proposed for this problem and how the proposed solution works.

The inspiration to solve this association problem is the Hungarian method [39], which is a combinatorial algorithm used in the assignment problem. However, this method cannot be directly used because it assumes a one-to-one correspondence, but in the novelty-class matching problem, one true class can be represented by one or more NPs.

The problem can be formalized using a weighted bipartite graph.

**Definition 5 (Bipartite Graph).** A graph can be represented by \( G(V, E) \), where \( V \) is the set of vertices and \( E \) is the set of edges on the graph. A graph \( G(V, E) \) is bipartite with two set of vertices \( X \) and \( Y \), if \( V = X \cup Y \) with \( X \cap Y = \emptyset \) and each edge in \( E \) has one endpoint in \( X \) and one endpoint in \( Y \). If for each \( v_i \in X, v_j \in Y, \{v_i, v_j\} \in E \), the graph is named complete bipartite graph.

**Definition 6 (Weighted Bipartite Graph).** A bipartite graph \( G(V, E) \) is weighted if each edge \( \{v_i, v_j\} \in E \) has an associated weight \( w_{ij} \geq 0 \).

In the context of ND in multiclass classification tasks, \( X \) represents the NPs predicted by the algorithm, \( Y \) the true classes, and \( w_{ij} \) the number of examples from the class \( i \) classified as belonging to the class \( j \). Figs. 7a and 7b show an example of a confusion matrix and its corresponding complete bipartite graph \( G \). The weight value associated with each edge is omitted to simplify the figure.

The aim here is to find a weighted bipartite subgraph \( G'(V, E') \), where each vertex in \( X \) has a degree of one. In this case, \( |E'| \), the number of edges on the graph \( G' \), is equal to \( |X| \) (number of elements in \( X \)). Thus, it is necessary to associate each NP with a true class. However, there are many different ways to compute this new subgraph \( G' \). For each novelty \( x_i \in X \), there are \( |Y| \) different possible associations between \( x_i \) and a class \( y_i \in Y \), where \( |Y| \) is the number of true classes. The number of possible combinations to associate each element from \( X \) with one element from \( Y \) is therefore \( |Y|^{\text{X}} \).

The algorithm based on graph theory used to associate NPs to true classes is shown in Algorithm 1. Regarding...
bipartite graphs, the goal is to find a perfect match with minimum cost, i.e., an approach that minimizes the classifier error. This restriction is overcome by choosing, for each element \( x_i \in X \), the edge \( w_{ij} \) with the highest weight, indicating that the element \( x_i \) is associated with the element \( y_j \). In case of a draw, any one of these can be chosen. Fig. 7c shows the subgraph \( G' \) resulting from the association process between NPs and true classes for the confusion matrix shown in Fig. 7a.

**Algorithm 1. Association NPs to true Classes**

Require: \( \text{NPSet}: \text{novelty patterns set} \),
\[ W: \text{matrix of weight}, \]
\[ PC: \text{true classes set} \]
1: for all novelty pattern \( N_j \) in \( \text{NPSet} \) do
2: Find the highest weight \( w_{ij} \) for \( N_j, 1 \leq i \leq |PC| \)
3: Associate \( N_j \) to \( PC_i \)
4: end for

One observes that every element in \( X \) has a corresponding element in \( Y \), but the reciprocal is not true. Fig. 7c can be described as follows. The proposed algorithm associated three NPs to the class \( C_{\text{nov1}} \) and one NP to the class \( C_{\text{now1}} \). For the classes induced in the offline phase (\( C_{\text{now1}} \) and \( C_{\text{know1}} \)), the classifier did not associate any novelty to represent them. Thus, if the classes learned offline evolved over time, the classifier could identify these changes as extensions of the known concepts, instead of novelities.

4.2 **The Problem of the Unknown Examples**

An important issue to be addressed is the presence of unknown examples in the confusion matrix. In this paper, the unknown examples are not considered either as a hit or as an error, but they have to be computed separately. It is important to highlight that, according to the proposed methodology, \( ACC + Err + UnkR = 1 \), where \( ACC \) is the rate of examples correctly classified, \( Err \) is the rate of examples incorrectly classified, and \( UnkR \) is the rate of examples classified as unknown.

As proposed by the classifiers with reject option [34], one possible alternative is to compute measures like error and accuracy using only the examples explained by the model. Thus, \( ACC_{\text{Exp}} + Err_{\text{Exp}} = 1 \), where \( ACC_{\text{Exp}} \) and \( Err_{\text{Exp}} \) are the accuracy and error rates, considering only the examples explained by the model. As a result, the \( FN \) measure could be the number of examples from the class \( i \) incorrectly classified as belonging to another class, except the examples classified as unknown.

In order to verify how the number of unknown examples varies over time, we computed the unknown rate for each class, and then the average of these unknown rates, according to Equation (8),

\[
UnkR = \frac{1}{M} \sum_{i=1}^{M} \frac{\#Unk_i}{\#Ex_C_i}. \tag{8}
\]

4.3 **Adaptation of the Multiclass Measures**

After associating classes with NPs and computing the unknown examples rate, we use an evaluation measure from the literature, \( CER \), to express the classification errors of a learning algorithm, considering only the examples classified by the algorithm as not unknown. Thus, we propose the use of the \( CER \) measure (see Equation (7)), computing \( \#Ex_C \), \( \#Ex \), \( FPR \), and \( FNR_i \) without considering the unknown examples.

4.4 **Model Selection**

When a decision model is created, the error obtained in the classification of new examples is expected to be low. This is specially noted when comparing two models, the model with the lowest error is the best. Another important issue to be considered is the model complexity. It is important to create models with both low error and low complexity.

In the ND task, model complexity can be estimated as the number of detected NPs plus the number of classes used in the training phase. When this number increases, the error measure decreases, but resulting in a more complex decision model. In an extreme situation, in which each new unlabeled example from a novel class is identified as a NP, the error measure will decrease drastically, tending to zero. This will result in a low error measure, but a very complex model.

To find a model that not only provides a good prediction quality (low CER value), but also has a low level of complexity, an adaptation of a measure from the literature is used in the proposed methodology: the Akaike Information Criterion (AIC) \([40], [41]\) (see Equation (9))

\[
AIC = -2\ln(L) + 2p/\ln(N). \tag{9}
\]

In Equation (9), \( L \) corresponds to the maximum value of the likelihood function, \( p \) is the number of free parameters and \( N \) is the total number of examples in the data set. This measure rewards a high model performance and penalizes a high model complexity, taking into account the number of classified examples. Using this criterion, the model with the lowest value for AIC is selected.

As \( L \) represents the maximum likelihood, i.e., the agreement between the model and the observed data, we can calculate it using the the error complement (1-CER), \( p \) is the number of classes detected (known classes plus NPs) by the system, and \( N \) is the total number of observations without considering the unknown examples.

4.5 **Evaluation over Time**

For ND in DSs, as new data arrive and new classes may appear, disappear or evolve, it is not sufficient to compute only one confusion matrix. It is necessary to evaluate the confusion matrices over time to verify how a classifier adapts to the non-stationary scenario.

The confusion matrix, illustrated by Fig. 7, can be easily maintained incrementally. Whenever a new example arrives, it is incremented and the evaluation measures can be updated. However, in terms of computational cost, it is not interesting to compute this measure every time a new example arrives. Thus, the evaluation measures are computed after a given period of time, but the confusion matrix is incremented every time a new example arrives.

A possible way to verify the classifier behavior over time is by building a 2D-graphic, where axis \( X \) represents the data timestamps and axis \( Y \) represents the values for the
TABLE 2
Data Sets Used in the Experiments

<table>
<thead>
<tr>
<th>Data set</th>
<th>Attributes</th>
<th>Examples</th>
<th>Classes</th>
<th>Training classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOA</td>
<td>4</td>
<td>100,000</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>SynEDC</td>
<td>40</td>
<td>400,000</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td>KDD</td>
<td>34</td>
<td>490,000</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>KDD-V2</td>
<td>34</td>
<td>490,000</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>FCT</td>
<td>54</td>
<td>540,000</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>

evaluation measures. On this graphic, it is important to plot one measure representing the unknown rate in comparison with one or more measures of the accuracy or error rate. Additionally, it is important to highlight on this graphic the detection of a new concept by the algorithm.

5 EXPERIMENTS

In this section, the experiments carried out in this study are presented. Initially, the data sets and algorithms used in the experiments are briefly described. Afterwards, the experiments performed are presented followed by the analysis of their results.

5.1 Experimental Settings

Table 2 summarizes the main features of the data sets used in the experiments. MOA (for details see [17]) and SynEDC\(^1\) are artificial data sets. KDD Cup 99 Network Intrusion Detection (KDD) [42] and forest cover type (FCT) [42] are real data sets frequently used in ND experiments.

Since OLINDDA, one of the algorithms used in the experiments, considers the ND task as a binary classification task (one normal class and one novelty class), another version of the KDD data set was created, named KDD-V2, which contains in its training subset only examples from the normal class.

There is no consensus concerning the best sampling methodology for the model validation used in the experiments involving ND in DSs. Algorithms like OLINDDA [15] and DETECTNOD [24] use 10-fold cross-validation. Other algorithms, like ECSMiner [1] and CLAM [18], use \(w\) data windows of size \(s\) in the training phase (offline) and the remaining data in the test phase.

In the experiments performed for this study, for each data set, 10 percent of the data are used in the training phase, and the remaining data in the test phase. The order of the examples are the same as in the original data set.

The following algorithms were used in the experiments: OLINDDA\(^2\) [15], MINAS\(^3\) [17], ECSMiner\(^4\) [1] and CLAM\(^5\) [18]. The main motivation to choose these algorithms is that they present the ND task under different perspectives: multiclass supervised task with a time constraint, one class unsupervised task and multiclass unsupervised task. However, the proposed methodology can be easily applied to other algorithms for ND in DSs.

Since OLINDDA assumes that the known concept has only one class, OLINDDA was applied only to the KDD-V2 data set, in which the known concept is composed of the normal class. The clustering algorithm used is \(k\)-Means [43], [44], with \(k = 20\). The other settings are the same as those used in [15].

The clustering algorithm used in the MINAS algorithm is CLUSTREAM [23]. The ND procedure is executed when the temporary memory size reaches at least 2,000 samples. The window size for the forgetting mechanism is equal to double that of the temporary memory size. The threshold is automatically determined as the standard deviation of the distance among the examples and the centroid multiplied by a factor 1.1.

The setting for the experiments with the ECSMiner algorithm is the same used in [1]: window size equal to 2,000, number of ensembles equal to 6, parameters \(T_l\) and \(T_c\) equal to 1,000 and 400, respectively. The ND procedure is executed when the temporary memory reaches 50 examples, and the number of clusters is 50. The same setting is adopted for the experiments using the CLAM algorithm. As the base algorithm, ECSMiner uses J48 [45] and CLAM uses KNN [46].

In OLINDDA and MINAS, the online phase updates the decision model without external feedback, therefore it does not use the class label of the examples. ECSMiner and CLAM, on the other hand, update the decision model using external feedback. Thus, a new training phase is executed when a set of labeled examples is available. Thus, it is difficult to experimentally compare these two groups of algorithms. The algorithms with external feedback are expected to obtain better predictive performance.

MINAS and OLINDDA perform the supervised training phase (offline) only once, while ECSMiner and CLAM execute it at pre-defined time intervals. In order to compute the hits/errors of the classifiers, we need to define what will be considered as novel classes for each algorithm. For MINAS and OLINDDA, the novel classes are the classes not learned in the single offline phase. For ECSMiner and CLAM, the novel classes are updated constantly, since whenever a new training phase is executed, the examples from the novel classes of the last chunk are labeled and these classes are no longer considered novel. Thus, if a new training phase is executed between \(t\) and \(t+n\), a class assumed as novel in a time window \(t\) may not be considered novel in a time window \(t+n\).

ECSMiner and CLAM use a time constraint in which an example can be classified in up to \(T_c\) time units after its arrival. When an example is not explained by the current model, the system can wait until \(T_c\) time units to label it and include it in the confusion matrix. In the experiments presented herein, we considered these examples as unknown, as in OLINDDA and MINAS. When the examples labeled as unknown are used to model extensions or as NPs, they are moved to the corresponding column in the confusion matrix.

The four algorithms used in the experiments have a NP detection procedure based on clustering. For MINAS, this procedure is described in [17], where a NP is composed of a

---

1. The data set SynEDC is available on http://dml.utdallas.edu/Mehedy/index_files/Page675.html
2. We would like to thank to Eduardo Spinosa for providing the source codes.
3. The source code is available in http://www.facom.ufu.br/~elaine/MINAS
4. The executable codes are available in http://dml.utdallas.edu/Mehedy/index_files/Page675.html
5. We would like to thank the authors for providing the executable codes.
set of clusters. For OLINDAA, every time a new cluster is considered valid and labeled as a novelty concept, it is considered as a new NP. For ECSMiner and CLAM, every time a ND procedure is executed, a set of clusters is generated, which are considered as a new NP.

5.2 Comparison Between the Proposed Methodology and the Methodology in the Literature

In this section, the proposed evaluation methodology is compared with the evaluation methodology found in the literature. This comparison will emphasize the issues covered by the proposed methodology that are not present in the literature methodology. For such, several experiments were performed, which highlight the importance of:

1) the evaluation of the unknown examples;
2) the use of model selection;
3) the association of NPs with true classes
4) the use of weighted multiclass classification measures.

The first experiment shows the importance of evaluating the unknown examples separately. For such, it applies the MINAS algorithm to the MOA data set. In the results illustrated in Figs. 8a and 8b, the vertical lines in gray represent the timestamps where the algorithm identifies a novelty. To reproduce the methodology found in the literature, all NPs detected by MINAS were summarized in one column in the confusion matrix, the novelty column. The $F_{new}$, $F_{new}$ and $Err$ measures are computed from the matrix (see Equations (1) and (2) respectively).

By following the methodology found in the literature, in the presence of concept drift in the known classes, MINAS initially classifies these examples as unknown, thus, increasing the $F_{new}$ measure. Next, the unknown examples are used to model extensions of the known concepts, decreasing $F_{new}$. The $F_{new}$ and $Err$ values are determined only by the unknown examples.

We believe that the behaviour of MINAS would be more clear if the unknown examples were computed separately, which occurs in the proposed methodology. Through the proposed one notes that the classifier did not misclassify any example, because the CER value is zero over the stream. Also, the variations in $UnkR$ help in the understanding of the behaviour of the algorithm. $UnkR$ increases in the presence of examples from the novel classes and concept drift. Finally, it shows that only two NPs were detected, representing the two novel classes that appear in the test set.

The second experiment shows the importance of using model selection techniques to select the best algorithm. Figs. 8b and 8c illustrate the results from the execution of two different versions of MINAS, corresponding to two different values of the threshold parameter, in the MOA data set. In both cases, the value of the CER measure is equal to zero over the stream. However, while MINAS-V1 detected 11 NPs, MINAS-V2 detected only 2. Besides, according to the AIC values, the model produced by MINAS-V2 is also less complex than the model induced by MINAS-V1.

In the third experiment, whose results are illustrated in Fig. 9, shows the effect of associating NPs to the true classes. In these experiments, MINAS was applied to the SynEDC data set. The continuous and dotted lines in Fig. 9 represent the $Err$ measure computed using the methodology found in the literature and the proposed methodology, respectively.

Table 3 shows the confusion matrix obtained, where the rows represent the true classes and the columns the classes predicted by the algorithm. The classes $C_1$ to $C_7$ represent the classes used in the training phase. The remaining classes only appear in the test set. The columns $NP_1$ to $NP_9$ represent the detected NPs. The column $Unk$ represents the examples marked with the unknown profile.

According to Table 3, most of the examples from the known classes are correctly classified. For the novel classes $C_9$ to $C_{12}$, MINAS could identify the corresponding NPs and correctly classify most of the examples from these classes. However, most of the examples from the classes $C_{14}$ to $C_{18}$ are classified in the NPs $NP_6$ and $NP_7$. Using the literature methodology, the NPs $NP_1$ to $NP_9$ are merged into a single column, named novelty column. The examples from the novel classes classified in one of the NPs are computed as hits. The proposed methodology, on the other hand, first associates NPs to true classes followed by the computation of the evaluation measures. Thus, using the proposed methodology, the NP $NP_6$ will be assigned to the true class $C_{14}$. The examples from the classes $C_{15}$ to $C_{19}$ classified in $NP_6$ will be computed as error. This explains the difference between the $Err$ and CER values obtained using the proposed and literature methodologies.

The fourth experiment shows how the predictive performance evaluated for each class, weighted by the number of examples, differs from a general evaluation, not discriminating between the classes. For such, ECSMiner was applied to the KDD data set.

![Fig. 8. Comparison between evaluation methodologies using MINAS and the MOA data set.](image1)

![Fig. 9. Comparison between the methodologies using MINAS in the SynEDC data set.](image2)
Table 4 shows the final confusion matrix for this experiment. In this matrix, the rows represent the true classes and the columns the predicted classes. The training set contains examples from the classes $C_1$ and $C_2$. The classes $C_3$, $C_4$, and $C_5$ appear in the columns of the confusion matrix, because ECSMiner has several training phases, allowing the learning of new classes. The columns $NP - C_2$ and $NP - C_1$ represent the set of NPs associated to the classes $C_2$ and $C_1$, respectively. The KDD data set illustrates an unbalanced multiclass scenario. The number of examples from the classes $C_1$ and $C_2$, (normal class and $dos$ attack) is considerable larger than the number of examples for the classes $C_3$ to $C_5$ (other types of attack).

In this experiment (see Fig. 10), three different error measures are used, $Err$, $CER$, and $AvgError$ (average of the errors per class). The $Err$ measure presents the largest values among these three measures. This happens because it computes a global error measure, not considering the number of examples in each class. The $CER$ measure, on the other hand, assigns a weight to the $FP$ and $FN$ rates. Most of the examples from the novel classes $C_3$, $C_4$, and $C_5$ are misclassified. However, they represent few examples among the total number of examples in this data set, producing low values for $CER$. The lowest error values were obtained using $AvgError$. This measure is a simple average of the error obtained for each class, not weighting the error. These results show that any of these measures can be used and the choice depends on the problem being treated.

### Table 4

<table>
<thead>
<tr>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$NP - C_2$</th>
<th>$NP - C_1$</th>
<th>Unk</th>
</tr>
</thead>
<tbody>
<tr>
<td>51,662</td>
<td>66</td>
<td>5,374</td>
<td>95</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>72</td>
</tr>
<tr>
<td>1,078</td>
<td>357,369</td>
<td>20,638</td>
<td>89</td>
<td>19</td>
<td>1,932</td>
<td>0</td>
<td>299</td>
</tr>
<tr>
<td>792</td>
<td>3</td>
<td>1</td>
<td>259</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>784</td>
<td>8</td>
<td>2,033</td>
<td>244</td>
<td>0</td>
<td>4</td>
<td>609</td>
<td>82</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>7</td>
</tr>
</tbody>
</table>

#### 5.3 Evaluating the Algorithms without External Feedback Using the Proposed Methodology

This set of experiments shows the predictive performance of the OLINDDA and MINAS algorithms without feedback using the proposed methodology. For this data set, while OLINDDA treats ND as a two class task, MINAS treats ND as a multiclass task. In Fig. 11, the vertical lines at the bottom of each performance diagram show which of the timestamps the algorithm named at the bottom detected as a NP, have in fact, at least one example from a novel class.

The comparison between the results from MINAS and OLINDDA shows that MINAS obtained a $CER$ value better than OLINDDA for this data set (see Figs. 11i and 11j). However, the $AIC$ values increase at the end of the stream, because the number of NPs also increases. However, OLINDDA keeps high $CER$ values while new NPs are detected.

In MINAS results for the SynEDC (see Fig. 11c) data set, it is possible to see that MINAS presented peaks of $UnkR$ whenever examples from the novel classes arrive. For the timestamps smaller than 100,000, short peaks of $UnkR$ are followed by a NP detection, which contributes to the decrease of $CER$. After the timestamp 100,000, $UnkR$ peaks appear, but there is no NP detection. This may have occurred because the NPs were incorrectly identified as an extension of the known concepts, thus
increasing \( \text{CER} \). In this case, the threshold value could not properly distinguish novelty from extensions. Table 3 corroborates this rationale. However, for a regular number of NPs, AIC is low.

Regarding the KDD data set (see Fig. 11f), although MINAS achieves low \( \text{CER} \) values, AIC increases over time, due to the increase in the number of NPs over the stream. It is important to highlight that even if MINAS does not use external feedback to update the decision model, it obtains values for \( \text{CER} \) comparable to CLAM and ECSMiner (see Figs. 11g and 11h), while achieving lower AIC values. In this data set, CLAM and ECSMiner detected more NPs than MINAS.

For the FCT data set, even presenting high \( \text{UnkR} \) values, MINAS frequently obtains a high value for \( \text{CER} \). Besides, the number of NPs increases over the stream. As a result, the AIC values increase considerably over the stream.

5.4 Evaluating the Algorithms with External Feedback Using the Proposed Methodology

The experiments in this section compare the performance of two algorithms for ND that use external feedback to update the decision model, CLAM and ECSMiner.

The experimental results show that they present a similar performance regarding the \( \text{CER} \) and \( \text{UnkR} \) measures for the MOA (see Figs. 11a and 11b), SynEDC (see Figs. 11d and 11e), and KDD (see Figs. 11g and 11h) data sets.

Considering the AIC measure, CLAM obtains a similar performance to that of ECSMiner in MOA and SynEDC. For the KDD, even if both algorithms present similar performance for \( \text{CER} \), CLAM obtains higher values for AIC, suggesting that ECSMiner constructs a less complex, and thus preferable, model for this data set.

Regarding the FCT (see Figs. 11l and 11m) data set, even if CLAM obtained the highest values for \( \text{CER} \), its number
of NPs is considerably lower, which can explain its low values for AIC.

### 5.5 Discussion

Several evaluation measures have been proposed in the literature, but mainly for static problems. New evaluation measures are necessary to assess incremental learning tasks in DSs, where new concepts are discovered and the decision model can be updated. These measures should be able not only to properly separate known concepts from novel concepts, but also to verify the hits and errors for each one of the true classes. Since many of these tasks are multiclass, these measures should be dealt with multiclass classification.

The use of global measures as $Err$ may not be suitable for multiclass tasks, especially in unbalanced scenarios. For example, a situation with many examples from the known classes, few examples from the novel classes, and most of the novel class examples incorrectly classified, low $Err$ values would be obtained. Besides, without an association between NPs and classes, a multiclass classification would be treated as a binary task.

Moreover, the evaluation of the examples classified as unknown must be carefully considered. In ND systems, even if it is not able to classify some new examples, a classifier should be able to use them to model new concepts. Thus, it is important to verify the variations in the number of unknown examples. The evaluation of these unknown examples as errors may lead to a poor task modelling.

In a methodology for ND in DSs, the complexity of the induced model needs to be addressed. A good trade-off between the error rate and the number of NPs identified must be found. These two measures can be used together to decide which model is better for a given data set. In this work, we suggested the use of the AIC measure to select the best model for a given data set because it takes into account the classifier error and the number of NPs detected. However, other measures can be used to fulfill this task, such as BIC [47], which gives more weight to the number of detected classes than to the classifier error.

Finally, it is important to understand that the proposed methodology for the evaluation of ND multiclass tasks is not restricted to multiclass classification tasks. It can also be used in one-class classification tasks, since they are a specific case of multiclass classification tasks. In addition, algorithms that update the decision model with or without external feedback can also use them.

### 6 Conclusions

In this paper, we proposed a new evaluation methodology for ND in DSs. In general, the classification learning algorithms available in the ND literature learn new concepts in an unsupervised fashion, without a matching between the novelities and the classes of the original decision problem. Besides, one class may be represented by one or more NPs and it is necessary to find the matching between NPs and classes. We proposed and experimentally investigated a new methodology for multiclass tasks able to map NPs to the original classes, using a confusion matrix that increases over time.

The experimental results are encouraging, showing that the proposed methodology can be a useful tool to evaluate and compare classifiers developed to multiclass ND in DS. This methodology can be used to evaluate different settings of the same algorithm, which generates different models to represent the same data set, allowing the selection of the more suitable model for a data set.

As future work, we intend to investigate the application of this methodology to other algorithms for ND in DSs. Besides, we intend to investigate strategies to evaluate how fast an algorithm adapts its models to concept drift, which can involve the analysis of different confusion matrices over the stream.
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