In this article, we review the state-of-the-art techniques in mining data streams for mobile and ubiquitous environments. We start the review with a concise background of data stream processing, presenting the building blocks for mining data streams. In a wide range of applications, data streams are required to be processed on small ubiquitous devices like smartphones and sensor devices. Mobile and ubiquitous data mining target these applications with tailored techniques and approaches addressing scarcity of resources and mobility issues. Two categories can be identified for mobile and ubiquitous mining of streaming data: single-node and distributed. This survey will cover both categories. Mining mobile and ubiquitous data require algorithms with the ability to monitor and adapt the working conditions to the available computational resources. We identify the key characteristics of these algorithms and present illustrative applications. Distributed data stream mining in the mobile environment is then discussed, presenting the Pocket Data Mining framework. Mobility of users stimulates the adoption of context-awareness in this area of research. Context-awareness and collaboration are discussed in the Collaborative Data Stream Mining, where agents share knowledge to learn adaptive accurate models. © 2014 John Wiley & Sons, Ltd.
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INTRODUCTION

The phenomenal growth of mobile devices coupled with their ever-increasing computational capacity presents an exciting new opportunity for real time, intelligent data analysis in mobile and ubiquitous environments. Ubiquitous or mobile data mining refers to the process of performing data stream mining using mobile and/or embedded devices (e.g., sensors) to support critical applications such as mobile healthcare, intelligent transportation systems, mobile activity recognition, smart homes, and emergency or disaster management like bush fires.¹ ² Thus, the key focus is on developing data stream mining algorithms that are highly scalable or computationally efficient, energy-efficient, and context or resource-aware. These features enable the continued operation of data stream mining algorithms in a highly dynamic mobile or ubiquitous environment. The typical constraints that have to be addressed in performing mobile or ubiquitous data stream mining are: (1) data streams are generated and sent in real time in a stream format with little or no potential for persistent storage, (2) resource constraints include limited computational resources such as memory, processor speed, network bandwidth, battery power, and screen real-estate, (3) temporal constraints refer to real-time information and decision-making needs that, in turn, necessitate the analysis to be online, incremental, and continuous, (4) mobility of users and devices and the connectivity issues thereof, and
adaptation and context-awareness of the analysis process to varying or dynamically changing resource-levels and user needs. In the past few years, rapid strides have been made in accurately and efficiently mining high-speed data streams in mobile devices such as smartphones and there is a growing focus on ‘in-network’ processing using embedded devices such as sensor nodes. These techniques leverage the body of work that exists in mining data streams and aim to enable the operation of these algorithms in resource-constrained environments. There is also an emerging focus on context-aware data stream mining which targets the learning process to be aware of its operational and application constraints and self-adapt according to changing situations or needs. The body of work in mobile or ubiquitous data stream mining ranges from algorithms, adaptation strategies for coping with mobile or ubiquitous environments, systems or toolkits for mobile data mining, and innovative or new applications.

This article is organized as follows. We start the review with a concise background of fundamental streaming techniques used in data mining. Section Ubiquitous Data Mining: From Algorithms to Applications discusses the key characteristics of mining mobile and ubiquitous data spanning state-of-the-art techniques and application areas. Section PDM: A General Framework for Ad hoc Mobile and Distributed Data Mining describes the Pocket Data Mining (PDM), a generic framework for distributed ad hoc data stream mining. Section Collaborative Data Stream Mining in Ubiquitous Environments presents a framework for collaborative mining between peer agents that share knowledge to learn adaptive accurate models. Finally, we conclude the article with a summary and pointers to future directions. To increase the readability of the article, Figure 1 gives a roadmap of how the article flows through its sections.

STREAMING ALGORITHMS

The developments of information and communication technologies dramatically change the data collection and processing methods. What distinguish current datasets from earlier ones are automatic data feeds. We do not just have people entering information into a computer. We have computers entering data into each other. Moreover, advances in miniaturization and sensor technology lead to sensor networks, collecting high detailed spatiotemporal data about the environment.

Data mining in this context requires continuous processing of the incoming data monitoring trends, and detecting changes. Traditional one-shot systems—memory based, trained from fixed training sets and generating static models are not prepared to process the high detailed data available—are also not able to continuously maintain a predictive model consistent with the actual state of the nature, or to quickly react to changes.

In the streaming model the input elements arrive sequentially, item by item. We can distinguish between two different models:

1. Insert Only Model: once an element \( a_i \) is seen, it cannot be changed;
2. Insert–Delete Model: element \( a_i \) can be deleted or updated.

From the view point of a Data Streams Management Systems (DSMS), several research issues emerge that require approximate query processing techniques to evaluate continuous queries that require unbounded amount of memory. A relevant issue is the definition of the semantics (and implementation) of blocking operators (operators that only return an output tuple after processing all input tuples, like join, aggregation, and sorting) in the presence of unending streams.

Algorithms that process data streams deliver approximate solutions, providing a fast answer using few memory resources; they relax the requirement of an exact answer to an approximate answer within a small error range with high probability. In general, as the range of the error decreases the space of computational resources goes up.
TABLE 1 | Summary of the Main Differences Between Standard Database Processing and Data Stream Processing

<table>
<thead>
<tr>
<th></th>
<th>Databases</th>
<th>Data Streams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data access</td>
<td>Random</td>
<td>Sequential</td>
</tr>
<tr>
<td>Number of passes</td>
<td>Multiple</td>
<td>Single</td>
</tr>
<tr>
<td>Processing time</td>
<td>Unlimited</td>
<td>Restricted</td>
</tr>
<tr>
<td>Available memory</td>
<td>Unlimited</td>
<td>Fixed</td>
</tr>
<tr>
<td>Result</td>
<td>Accurate</td>
<td>Approximate</td>
</tr>
<tr>
<td>Distributed</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

In some applications, mostly database oriented, an approximate answer should be within an admissible error margin. DSMS developed a set of techniques that store compact stream summaries that are enough to approximately solve queries. All these approaches require a trade-off between accuracy and the amount of memory used to store the summaries, with an additional constrain of small time to process data items.3,7 The most common problems end up to compute quantiles, frequent item sets, and to store frequent counts along with error bounds on their true frequency. The techniques developed are used in very high dimensions both in the number of examples and in the cardinality of the variables (Table 1).

Approximation and Randomization

Many fundamental questions, like counting, require linear space in the input to obtain exact answers. Within data stream framework, approximation techniques—i.e., answers that are correct within some small fraction $\varepsilon$ of error—and randomization8—that allows a small probability $\delta$ of failure—are used to obtain answers with probability $1 - \delta$ are in an interval of radius $\varepsilon$. Algorithms that use both approximation and randomization are referred to as $(\varepsilon, \delta)$ approximations. The base idea consists of mapping a very large input space to a small synopsis of size $O\left(\frac{1}{\varepsilon^2} \log \left( \frac{1}{\delta} \right) \right)$.

Approximation and randomization techniques have been used to solve problems like measuring the entropy of a stream,9 association rule mining frequent items,10 $k$-means clustering for distributed data streams using only local information,11 and so on. Most of the approximate tools for stream processing are based on hash functions. They are used to project huge domains into lower space dimensions.3,12

Time Windows

Most of the time, we are not interested in computing statistics over all the past, but only over the recent past. The assumption behind all these models is that most recent information is more relevant than historical data. The simplest situation uses sliding windows of fixed size. These types of windows are similar to first in, first out data structures. Whenever an element $j$ is observed and inserted into the window, another element $j - w$, where $w$ represents the window size, is forgotten.

Several window models have been presented in the literature. Babcock et al.13 defines two basic types of sliding windows: (1) Sequence based—the size of the window is defined in terms of the number of observations. Two different models are sliding windows of fixed size $w$ and landmark windows, where the window grows from a specific point in time (the landmark); (2) Timestamp based—the size of the window is defined in terms of duration. A timestamp window of size $t$ consists of all elements whose timestamp is within a time interval $t$ of the current time period.

Monitoring, analyzing, and extracting knowledge from high-speed streams might explore multiple levels of granularity, where the recent history is analyzed at fine levels of granularity and the need of precision decreases with the age of the data. As a consequence, the most recent data can be stored at the finest granularity, while more distant data at coarser granularity. This is called the tilted time window model. It might be implemented using exponential histograms.14

Sequence-based window is a general technique to deal with changes in the process that generates data. Concept drift and change detection are key issues in stream processing. They are fundamental blocks to maintain a decision model consistent with the most recent data. A reference algorithm is the AdWin (ADaptive sliding WINdow) presented by Bifet and Gavaldà.15 AdWin keeps a variable-length window of recently seen items, with the property that the window has the maximal length statistically consistent with the hypothesis there has been no change in the average value inside the window. More precisely, an older fragment of the window is dropped if and only if there is enough evidence that its average value differs from that of the rest of the window. This has two consequences: first, that change is reliably declared whenever the window shrinks; and second, that at any time the average over the existing window can be reliably taken as an estimate of the current average in the stream (barring a very small or very recent change that is still not statistically visible). AdWin is parameter- and assumption-free in the sense that it automatically detects and adapts to the current rate of change. Its
only parameter is a confidence bound \( \delta \) indicating how confident we want to be in the algorithm’s output, a property inherent to all algorithms dealing with random processes. AdWin does not maintain the window explicitly, but compresses it using a variant of the exponential histogram technique. This means that it keeps a window of length \( W \) using only \( O(\log W) \) memory and \( O(\log W) \) processing time per item.

**Sampling**

Sampling is a common practice for selecting a subset of data to be analyzed. Instead of dealing with an entire data stream, we select instances at periodic intervals. Sampling is used to compute statistics (expected values) of the stream. While sampling methods reduce the amount of data to process, and, by consequence, the computational costs, they can also be a source of errors, namely in monitoring applications that require to detect anomalies or extreme values.

The main problem is to obtain a representative sample, i.e., a subset of data that has approximately the same properties of the original data. In statistics, most techniques require to know the length of the stream. For data streams, we need to modify these techniques. The simplest form of sampling is random sampling, where each element has equal probability of being selected.\(^{16}\) The reservoir sampling technique\(^{17}\) is the classic algorithm to maintain an online random sample. The base idea consists of maintaining a sample of size \( k \), called the reservoir. As the stream flows, every new element has a probability \( k/n \), where \( n \) is the number of elements seen so far, of replacing an old element in the reservoir. A similar technique, load shedding, drops sequences in the stream, when bursts cause bottlenecks in the processing capabilities. Tatbul et al.\(^{18}\) discuss load shedding techniques in querying high-speed data streams.

**Synopsis, Sketches, and Summaries**

Synopsis are compact data structures that summarize data for further querying. Several methods have been used, including wavelets,\(^{19}\) exponential histograms,\(^{14}\) frequency moments,\(^{20}\) and so on. Data sketching via random projections is a tool for dimensionality reduction. Sketching uses random projections of data points with dimension \( d \) to a space of a subset of dimensions. It has been used for moment estimation,\(^{20}\) computing L-norms,\(^{3}\) and dot product of streams.\(^{16}\)

Cormode and Muthukrishnan\(^{21}\) present a data stream summary, the so called count-min sketch, used for \((\epsilon, \delta)\) approximations to solve point queries, range queries, and inner product queries. Consider an implicit vector \( a \) of dimension \( n \) that is incrementally updated over time. At each moment, the element \( a_i \) represents the counter associated with element \( i \). A point-query is to estimate the value of an entry in the vector \( a \). The count-min sketch data structure, with parameters \((\epsilon, \delta)\), is an array of \( w \times d \) in size, where \( d = \log(1/\delta) \), and \( w = 2/\epsilon \). For each incoming value of the stream, the algorithm uses \( d \) hash functions to map entries to \( [1, \ldots, w] \). The counters in each row are incremented to reflect the update. From this data structure, we can estimate at any time, the number of occurrences of any item \( j \) by taking \( \min_d CM[d, b_d(j)] \).

Since the space used by the sketch \( CM \) is typically much smaller than that required to represent the vector \( a \) exactly, there is necessarily some approximation in the estimate. The estimate \( \hat{a}_j \), has the following guarantees: \( \hat{a}_j \leq a_j \), and, with probability at least \( 1 - \delta \), \( \hat{a}_j \leq a_j + \epsilon ||a||_1 \). The error of the estimate is at most \( \epsilon \) with probability at least \( 1 - \delta \) in space \( O\left(\frac{1}{\epsilon^2} \log\left(\frac{1}{\delta}\right)\right) \).

**Algorithms for Learning from Data Streams**

Data Mining studies the automated acquisition of domain knowledge looking for the improvement of systems performance as result of experience. Data stream mining systems address the problems of data processing, modeling, prediction, clustering, and control in the changing and evolving environment.\(^4\)

One of the most successful stream mining algorithms to learn from arbitrarily large databases was presented by Domingos and Hulten.\(^{23}\) The method consists of deriving an upper bound for the learner’s loss as a function of the number of examples used in each step of the algorithm. Then it is used to minimize the number of examples required at each step, while guaranteeing that the model produced does not differ significantly from the one that would be obtained with infinite data. This methodology has been successfully applied in hierarchical clustering of variables,\(^{23}\) decision trees,\(^ {22,24}\) regression trees,\(^ {25}\) decision rules,\(^ {26}\) and so on.

The most representative algorithm in this line is the Very Fast Decision Tree (VFDT).\(^{22}\) VFDT (aka Hoeffding trees) is a decision-tree learning algorithm that dynamically adjusts its bias accordingly to the availability of data. In decision-tree induction, the main issue is the decision of when to expand the tree, installing a splitting-test and generating new leaves. The basic idea consists of using a small set of examples to select the splitting-test to incorporate in a decision-tree node. If after seeing a set of examples, the difference of the merit between the two best splitting-tests does not satisfy a statistical test (the Hoeffding bound), VFDT proceeds by examining more examples. It only makes a decision (i.e., adds a splitting-test in that node), when there is enough statistical
evidence in favor of a particular test. This strategy guarantees model stability (low variance) and controls overfitting—examples are processed once without the need of model regularization (pruning). This profile is quite different from the standard decision-tree models using greedy search and static datasets. Using static datasets, the decisions in deeper nodes of the tree are based on less and less examples. Statistical support decreases as the tree grows, and regularization is mandatory. In VFDT-like algorithms, the number of examples needed to grow a node is only defined by the statistical significance of the difference between the two best alternatives. Deeper nodes of the tree might require more examples than those used in the root of the tree!

VFDT has been extended to deal with time evolving streams. System concept-adapting very fast decision tree (CVFDT),\textsuperscript{24} (aka adaptive Hoeffding trees), continuously monitors the quality of previous decisions (splitting features) with respect to a sliding window of fixed size over the most recent data stream. CVFDT maintains a window of training examples and keeps its learned tree up-to-date with this window by monitoring the quality of its old decisions as data move into and out of the window.

**Distributed Streams**

Data streams are distributed in nature. Learning from distributed data, we need efficient methods in minimizing the communication overheads between nodes.\textsuperscript{27,28}

The strong limitations of centralized solutions is discussed in depth in Refs 29–31. The authors point out a mismatch between the architecture of most off-the-shelf data mining algorithms and the needs of mining systems for distributed applications. Such mismatch may cause a bottleneck in many emerging applications, namely hardware limitations related to the limited bandwidth channels. Most importantly, in applications like monitoring, centralized solutions introduce delays in event detection and reaction that can make mining systems useless.

Another direction, for distributed processing, explore multiple models.\textsuperscript{32,33} Kargupta et al.\textsuperscript{33} propose a method that offer an effective way to construct a redundancy-free, accurate, and meaningful representation of large decision-tree ensembles often created by popular techniques such as Bagging, Boosting, Random Forests, and many distributed and data stream mining algorithms.

Having discussed the main topics in data stream mining in this section, the following section will provide a comprehensive review of key techniques and applications when performing data stream mining in the ubiquitous and mobile environment.

**UBIQUITOUS DATA MINING: FROM ALGORITHMS TO APPLICATIONS**

We have presented an overview and general principles of data stream mining techniques in the previous section. This section will focus on the mobile and ubiquitous data stream mining. In particular we will present:

- An overview of the strategies or techniques to enable data stream mining algorithms to be ‘adapted’ to facilitate their efficient functioning in mobile or ubiquitous environments;
- Algorithms for mobile or ubiquitous data stream mining;
- The Open Mobile Miner Toolkit for developing and deploying mobile or ubiquitous data mining applications;
- Case studies and exemplars of mobile data mining applications.

**Key Principles for Data Stream Mining in Ubiquitous Environments**

From the earliest study and investigation of data stream mining algorithms for resource-constrained environments such as mobile and ubiquitous devices, it became apparent that there is a need for algorithms that are computationally efficient and adaptive to their dynamic and varying operational context. The fundamental premise of mobile and ubiquitous environments is not merely that the available computational resources are limited, but that these resources (and other factors such as the data rates) are subject to continuous variability. Thus, to address these twin requirements, data stream mining algorithms that are developed for mobile and ubiquitous environments need to be cost-efficient and light-weight in terms of their resource-utilization profile as well as adaptive to the changing context. There are three fundamental models or strategies for enabling adaptive behavior in mobile or ubiquitous data stream mining algorithms: resource-awareness, situation-awareness, and a hybrid approach which combines the former two approaches. Analyzing large amounts of sensory-originated data in real time is a very challenging task. This challenge is further exacerbated when data are processed with resource-constrained devices such as mobile phones. Resource constraints include limited computational resources such as memory, processor speed, network...
bandwidth, battery power, and screen real-estate. Current smart phones (e.g., iPhone and Samsung Galaxy) have RAM memory up to 1 GB, processing speed up to 1.2 GHz Dual Core while modern desktops and laptops have up to 16 GB RAM memory and include powerful processors such as Intel Core i5 or i7. The most constraining resource on smart phones compared to desktop computers is their limited battery life which is up to 8-h talk time, up to 400-h stand-by time, and about 4 h for tethering and mobile Access Point (AP).

Thus adaptation in the context of mobile or ubiquitous data stream mining simply implies that the continuous processing of incoming data streams onboard a resource-constrained device must factor in the changing availability of resources while doing the computational processing or mining tasks. At a very abstract level, this adaptation takes the form of continuously (on the basis of some defined temporal window) monitoring for the status of the environmental and application constraints such as data rates, resource levels, and so on. Thus, this time window is the temporal unit for performing processing of the incoming streams. On the basis of the status of the current context, the temporal window itself can be made smaller or larger. Thus, a larger temporal window implies that the processing of the streams happens less frequently, and smaller temporal window conversely implies that the processing of the data stream happens much more frequently. A higher frequency of processing (i.e., a smaller temporal window) implies that the consumption of resources will be high and also the accuracy of the processing during that window will be higher though closer to real-time results. The converse applies to longer temporal windows.

Previous studies on resource-aware adaptation34–37 show that dynamic adaptation to data rates and fine tuning of processing parameters can significantly enhance the longevity of continuous real-time processing of data streams in mobile environments. The Granularity-based Adaptation (GA)34 is a generic efficient adaptation approach that can be used with any data stream mining technique running on a resource-constrained device. This approach facilitates adaptation of data stream mining algorithms to varying data rates and available computational resources in mobile devices by innovative strategies to perform knowledge integration, controlling the rate of learning and varying the accuracy levels of the discovered patterns. In addition to availability of resources, mobile data mining application’s accuracy requirements vary according to the occurring situations. A situation-aware adaptation technique controls the data stream mining settings according to the occurring situations and accuracy requirements of the running application.38 There can be other scenarios in which it is important to adjust mining algorithms considering both, the current situation and resource availability in order to maintain the application’s accuracy needs as well as the continuity of mining operations. In such cases, there is a need to apply a hybrid adaptation strategy that combines situation and resource-aware adaptation methods.39,38

**Resource-Aware Adaptation**

The dominating factor of mining stream data on mobile devices is the high input rate with regard to the available computational resources. Data streams are generated and sent in real time in a stream format. The input rates of data streams can range from hundreds of records per second to megabytes or terabytes of tuples per second.37 Given the fact that the state-of-the-art techniques in the area have only focused on data reduction or approximating the results in a low complexity of space and time, we have proposed to adapt the mining algorithm according to resource availability and data stream rate. This approach is termed GA.37 The GA approach has three different variations:

- **Algorithm Input Granularity (AIG)** is a process that adapts the data rates feeding into the algorithm according to the battery charge (see Figure 2).
- **Algorithm Output Granularity (AOG)** provides adaptability by adjusting the algorithm output rate (e.g., the number of clusters; see Figure 2). We will discuss this process in more detail in Section Key Principles for Designing
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Ubiquitous Data Stream Mining Algorithms
where the algorithm design considerations for mobile or ubiquitous data stream mining are discussed.

- Algorithm Processing Granularity (APG) performs adaptation of the processing settings of the algorithm with respect to the CPU usage.

Resource-aware adaptation focuses on resources (i.e., memory, battery, and CPU). Yet, the mobile data mining algorithm’s cost-efficiency with regard to resource utilization can be improved further by factoring in the entire situational context of the application. This is due to the fact that the data mining application’s requirements in terms of the accuracy (and therefore resource consumption) vary according to the current situations.

Situation-Aware Adaptation
Resource-aware adaptation aims to adjust the algorithm input and output rates (i.e., the algorithm accuracy) according to the resource levels of mobile devices to preserve resources. When the resource levels are low, a resource-aware adaptation moderately reduces the algorithm accuracy by decreasing the input or output rates. A high level of accuracy (without using adaptation) consumes resources quickly and can result in the mobile application failure.

The accuracy requirements of a mobile data mining application can change based on the situations that occur. By situations we mean application constraints. There are certain situations in which applications do not need high accuracy such as the ‘healthy’ situation in a health monitoring application. However, there are other situations like ‘hypertension’ (caused by high blood pressure) which will require a higher level of accuracy. A situation-aware approach can increase the accuracy in critical situations where there is a need for closer monitoring and more detailed output. However, when the current situation requires less frequent data analysis and less detailed mining results (i.e., low accuracy), this adaptation technique can decrease the algorithm accuracy to preserve resources.

To provide situation-awareness, there is a need for a context modeling and reasoning technique that can represent the current situation and more importantly is able to infer the situations from low-level context. Individual contextual parameters provide a limited view of the real-world and a partial understanding of the environment. Multiple contextual parameters can be aggregated by employing reasoning techniques and used for inferring situations. Fuzzy situation inference (FSI) technique is a novel context modeling and reasoning approach that was developed to identify and represent real-world situations as well as the uncertainty associated with these situations. The inferred situations are used to enable a smooth and fine-grained adaptation of data mining algorithms’ settings according to application constraints. FSI integrates fuzzy logic into the context spaces (CS) model. It uses the benefits of the CS model for supporting pervasive computing environments while incorporating fuzzy logic to deal with uncertainty associated with real-world situations. In FSI, situations of interest are defined using fuzzy rules by domain experts. To model the importance of conditions, a weight is assigned to each condition with a value ranging between 0 and 1. The sum of weights is 1 per rule. A weight represents the importance of its assigned condition relative to other conditions in defining a situation. To reason about a situation, rules need to be evaluated to produce a single output that determines the membership degree of the consequent. Using fuzzy logic, the FSI model is able to compute the individual contribution levels of context values using the trapezoidal membership function. The membership degree of an element represents its contribution level according to the definition of the CS model. The inferred situations by FSI and their membership degrees are used by situation-aware and hybrid strategies for adaptation of data mining algorithm settings.

In the Situation-Aware strategy, a situation-aware adaptation technique controls the data stream mining settings (i.e., input and output rates) according to the occurring situations and accuracy requirements of the running application. During adaptation, the pre-initialized parameters of mining algorithms, such as sampling rate, are adjusted according to the degree of membership (i.e., a value between 0 and 1) of occurring situations. The pre-initialized parameters are defined for each situation and reflect the accuracy needs of application during occurrence of that situation.

In the Hybrid strategy (i.e., the combination of resource- and situation-aware strategies for adaptation) each algorithm computes a parameter value by considering the criticality values of situations and resources (i.e., battery and memory). Since the adaptation approach includes situation- and resource-aware and hybrid strategies, it is important that the appropriate strategy is selected at run-time. The selection is performed based on the concepts of situation and resource criticality. Situation criticality models the application’s accuracy requirement (and resource consumption) for a situation by the concept of situation criticality. The criticality of a situation can be expressed by a value between 0 and 1. If a situation requires closer monitoring and more detailed data
analysis output, it should be given a higher criticality value (closer to 1), and if the situation needs a lower level of accuracy, it should be assigned a lower criticality value (closer to 0). Resource Criticality models the availability of resources and is expressed as a value between 0 and 1. When a resource such as memory is fully available (i.e., 100%), its criticality value is 0 which implies it is not critical.

To define the low and high criticality levels, there is a need for using a point of reference that values can be compared to. This is achieved by assigning thresholds (i.e., a value between 0 and 1) to resource and situation criticality. These thresholds are application-specific and determined by system designers and application domain experts. For example, the situations above the upper bound threshold with a value of 0.7 can be considered as critical situations requiring high accuracy. The situations below the lower bound threshold which is assigned a value of 0.3 can be regarded as noncritical. Noncritical situations do not need high accuracy. Using criticality values and thresholds enables the adaptation process to compare resources according to their levels and situations with regard to the application’s accuracy requirement, and determine which strategy can achieve the required accuracy while using resources efficiently. We refer the readers to Ref 38 for a formal and detailed specification of situation-aware adaptation for mobile or ubiquitous data stream mining.

While the above adaptation process is general, the actual control operations effected to reduce or increase the accuracy of the mining process is of course dependent on the algorithm itself.

**Key Principles for Designing Ubiquitous Data Stream Mining Algorithms**

While the above adaptation process is generally critical for ensuring the continuity and longevity of data stream mining process, there are also key considerations that need to be factored into the design and development of mobile or ubiquitous data stream mining algorithms. These are important to enable the algorithms to work within the adaptive framework and remain aligned with the principles of being computationally light-weight and cost-efficient.

As discussed earlier, during a given temporal window, the mining algorithm needs to perform ‘algorithm granularity’ processes that adapt or adjust its operations to cope with either reduced or increased availability of resources and/or faster or slower data rates. This adjustment or adaptation actions typically has the resultant effect of increasing or reducing the accuracy of the stream mining algorithms. Thus, there is a strong positive co-relationship between the availability of resources and the accuracy of the stream mining process. This relationship is also impacted by the rate of the data stream during that temporal window. Since the stream mining process is continuous, at the commencement of a new ‘temporal window’ there is a need to re-adjust the processing of the mining algorithm to be cognizant of new changes in the operational context.

In the following discussion on mobile data stream mining algorithms, we will briefly describe some of the algorithms that have been ‘customized’ to operate on mobile or ubiquitous data stream mining based on these principles. Several algorithms have been developed specifically for mobile or ubiquitous data stream mining. These include:

- Clustering—Light-Weight Cluster (LWC), RA-Cluster (Resource-Aware Cluster), RA-VFKM (Resource-Aware Very Fast K-Means)
- Classification—Light-Weight Class (LWC), Naive Bayes for Stream Mining
- Change Detection—CHANGE-DETECT
- Frequent Items and Associations—LWF (Light-Weight Frequent Items), HiCoRE (Highly Correlated Energy-Efficient Rules)
- Time-Series Analysis—RA-SAX and RA-HOT SAX
- Visualization—Clutter-Adaptive, Energy-efficient Visualizer for Mobile Data Analysis

In each of these algorithms, the adaptation process is an integral part of the data stream mining task. For instance in RA-VFKM, the Very Fast K-Means algorithm developed by Domingos and Hulten\(^4^1\) is made resource-aware by leveraging the \(\epsilon\) and \(\delta\) parameters which are error parameters in the clustering algorithm. These parameters are controlled and changed during each processing cycle based on resource availability. By increasing the error parameter values, the algorithm was found to consume less computational resources and vice-versa. It was experimentally shown that using these control parameters, RA-VFKM was able to achieve significantly improved continuity and longevity in terms of resource-utilization and continued functioning onboard a mobile device, relative to the original or nonresource-aware version of the algorithm.

Similarly, in RA-SAX, the resource-aware version of the well-known time-series representation symbolic approximation (SAX),\(^4^2\) the algorithm parameters of word-length and segment-size are
used as control parameters to enable resource-aware adaptation.

Thus in summary, it is really important to identify parameters or subprocesses in a data stream mining algorithm that have the capacity to improve or reduce the accuracy of the algorithm, and also have the potential to reduce or increase its computational footprint. These parameters are then used to align the algorithms to be scalable for onboard mobile or ubiquitous data stream mining. These algorithm parameters will be ‘controlled’ according to resource-availability, data stream rates, and application criticality levels—that is either through the previously discussed resource- or situation-aware or hybrid adaptation strategies.

Open Mobile Miner for Building Mobile Data Mining Applications

On the basis of the principles of adaptation to enable scalable and efficient data stream mining onboard mobile devices, an integrated and extensible toolkit to support the rapid development mobile data mining application’s has been developed and readers are referred to Refs 43, 44 for a detailed overview of the toolkit. This toolkit named the Open Mobile Miner comes with a number of built-in implementations of adaptive and light-weight mobile data mining algorithms. The toolkit is operational on the Android OS platform and comes with the resource-aware adaptation strategy built-in. It also has a library of mobile data mining algorithms for clustering, classification, change detection, frequent pattern mining, and time-series analysis. The key stated objective of this technology is to facilitate the rapid development of mobile data mining applications, while at the same time being extensible to include new data sources, as well as integration of new algorithms and custom- or application-specific visualizations into the framework. The conceptual architecture of the OMM toolkit is shown in Figure 3.

An Overview of Mobile Data Mining Applications and Case Studies

This section presents a brief review of some key mobile or ubiquitous data mining applications and case studies that have been presented. These applications typically use the adaptation strategies and algorithms discussed in the preceding sections. Some of the applications also leverage the Open Mobile Miner toolkit implementations to support the application development and deployment. These applications or case studies help to illustrate the key areas and domains where mobile or ubiquitous data mining can bring advantages and benefits.

- Mobile Crowd-Sensing is the process of collecting large-scale sensory data from mobile devices for purposes such as understanding traffic congestion, pollution levels, noise levels from large spatial regions, and so on. In Sherchan et al. the use of mobile data mining to collect data from mobile devices for crowd-sensing applications was presented. The application used mobile data stream clustering coupled with change detection to demonstrate the significant reductions in data transfer, energy usage for data collection, while at the same time managing to capture high quality sensed information. The architecture developed is shown in Figure 4.

- Mobile Activity Recognition (MARS) is the process of recognizing and inferring a mobile user’s activities through mobile sensor data such as the accelerometer. In Gomes et al. a highly accurate application for recognizing user activities using an adaptive onboard version of Naive Bayes is presented. The advantage of onboard mobile activity learning and recognition is that it can be personalized as well as preserve the privacy of the individual. The MARS system is shown in Figure 5.

- Next Location Prediction (NextLocation) is a framework for the challenging problem of predicting the next location of a mobile user given data on his or her current location. NextLocation is a personalized mobile data mining approach that not only uses spatial and temporal data, but also other contextual mobile data such as accelerometer, Bluetooth, and call or SMS log. In addition, NextLocation represents a new paradigm for privacy-preserving next place...
prediction as the mobile phone data is not shared without user permission.

- Context-Aware Energy Conservation in Sensor Networks is an application that uses mobile and ubiquitous data stream mining to learn highly co-related rules in sensor networks and then leverages these to control the sensor network to improve the lifetime of the wireless sensor network itself.\(^5\) The CASE application uses the HiCoRE algorithm for learning the correlations between sensors and sensor data being collected in the network. The CASE framework is shown in Figure 6.

- Remote Health Monitoring is an application where mobile data stream mining can be used to support 24 × 7 monitoring for patients wearing biosensors. Typical remote health monitoring applications use the mobile phone...
as a transmission or communications device to transfer the data collected from the patient wearing the biosensors. Using mobile data stream mining it is possible to have some of the analysis being done immediately onboard the mobile device, issue immediate alerts to care-givers when required, while at the same time being scalable and cost-effective in terms of data transfer and energy-usage on the phone. Figure 7 shows the use of mobile data stream mining techniques such as RA-SAX and LWC for remote health monitoring.52,53

- Logistics and Supply Chain applications often require real-time analysis and visualizations of where vehicles are for task allocation and dynamic scheduling. Typical applications in this domain include allocation of tasks to couriers for drop-off or pick-up, taxi allocation to passengers and so on. In Gillick et al.54 the use of mobile data mining through real-time clustering and energy-efficient and clutter-adaptive visualizations is described and presented (as shown in Figure 8).

- Other applications where mobile and ubiquitous data mining has shown to be useful, include intelligent transportation systems29,30, support for the mobile workforce such as mobile police personnel and mobile financial applications such as stock prices monitoring.55 As such, there are many potential applications that can significantly benefit from mobile and ubiquitous data stream mining.

This section has presented a review of mobile and ubiquitous data stream mining from the perspectives of enabling strategies, algorithm design, toolkits for application development, and several application exemplars. The focus thus far has been on enabling and realizing mobile and ubiquitous data stream mining onboard a single mobile device. The next section presents the current research directions which have focused on multiple devices performing collaborative and distributed tasks using mobile or ubiquitous data stream mining.

PDM: A GENERAL FRAMEWORK FOR AD HOC MOBILE AND DISTRIBUTED DATA MINING

Owing to the networking capabilities of the small mobile and ubiquitous devices, one can make use of...
a whole ad hoc computing environment in order to perform significantly useful analysis tasks. This can be realized with the help of several established areas of study including: (1) data stream mining,34,35 (2) mobile software agents,56 and (3) programming for small devices. PDM makes use of these areas to enable collaborative mining of streaming data in the mobile environment.

A typical scenario for ad hoc data analysis would include a number of computationally capable devices like smartphones and smart sensors, and a number of applications that run onboard these devices. PDM is a framework and system architecture that realizes this ad hoc data analysis process. PDM is defined as the performance of mobile data stream mining in an ad hoc distributed computing environment adopting mobile software agents.57

PDM makes use of three types of software agents: (1) Agent Miners (AMs) run data mining algorithms on local data streams on the individual mobile device, (2) Mobile agent Resource Discoverers (MRDs) roam the network for resources, and (3) Mobile Agent Decision Makers (MADMs) hop through the network of smartphones to visit local AMs in order to complete a data mining task. Details of the roles of the different agents are more deeply discussed when describing the system architecture in Section PDM Architecture. The primary motive for developing this framework is to enable seamless collaboration among users of mobile data mining applications. Two constraints necessitate the distribution of the task resulting in a collaborative environment. First, the large amounts of data that challenge the state-of-the-art of our smartphones and embedded devices. Second, subscription fees that apply for this data to be streamed to the user’s mobile device. Thus, collaborative mining addresses these constraints realizing the potential of this important application.

Two stimulating factors have motivated the adoption of the mobile software agent technology in this application. The first is the autonomous behavior that the agent framework supports. This is important to cope with the dynamic nature of the application of varying number of nodes and the data mining algorithms used. Communication efficiency as reported in Kargupta et al.58 of using mobile software agents in distributed data mining has been the second factor.

PDM Architecture

An agent platform like the Java Agent Development Environment (JADE) Framework59 is running on all the devices. A computational task is initiated by one of these devices by firing a number of mobile software agents roaming an ad hoc formed network. The agents discover the data sources, the computational capabilities of the devices that formed the network and the available applications onboard these devices. The agents in turn take a collective decision on the distribution of the processing subtasks to perform the initiated task according to several criteria like proximity to the source of data, the
This generic scenario, when applied to collaborative data mining, includes mobile software agents of different types. These types can be identified as follows:

- **(Mobile) Agent Miners (AM)**: these agents are either distributed over the network when the mining task is initiated or are already located on the mobile device. They can be stationary agents that cannot move but be consulted by other agents, or they can be mobile and deployed dynamically.
- **Mobile Agent Resource Discoverers (MRD)**: these agents are used to explore the available computational resources, processing techniques, and data sources and derive a schedule for the third kind of agents, the MADM agents as described below.
- **Mobile Agent Decision Makers (MADM)**: these agents roam the network using the schedule derived by the MRD agent and consult the AMs to collaborate in reaching the final decision.

The architecture of the PDM framework is illustrated in Figure 9. From this point onward in the article, we shall use the terms PDM architecture and PDM framework interchangeably.

As Figure 9 shows, the data stream mining process runs onboard the users’ smart mobile phones. As the data streams in the model are continuously updated to cope with the possible concept drift of the streaming environments. The abbreviation HT stands for Hoeffding Tree classifier which is also known as VFDT\(^\text{22}\) (described in Section Algorithms for Learning from Data Streams), NB stands for the Naive Bayes classifier, and K-NN stands for the K-Nearest Neighbor classification algorithms. However, these are just a few examples of the algorithms implemented in the PDM framework. The process of stream mining is carried out using an Agent Miner, denoted as AM. AMs are distributed at the beginning of initiating the mining task. Some of these miners could be stationary and some others could be mobile. Stationary agents are instructed by the task initiator to mine the streaming data on the mobile device on which they are hosted without making any hops. However, the mobile agents could travel to one or more nodes in order to perform the mining task. The choice of using stationary or mobile agents relies on the nature of the task and the number of nodes involved in the processing. Typically, AMs are data stream classification techniques. But the use of other techniques is also possible depending on the required task.

If at any point in time, a user decides to use the models built using the different AMs on all the mobile phones to collaborate in finding the class label of a set
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FIGURE 10 | A flow chart describing the collaborative data mining process implemented in the pocket data mining framework.

of unlabeled instances, then a Mobile Agent Decision Maker denoted as MADM is fired to visit the nodes consulting the models about the local class label. While the MADM agents are visiting the different nodes, an MADM agent may decide to terminate its itinerary, for example if there is a predominant class. This clearly makes the agent framework the suitable technology for this task. A simple flow chart of the process of collaborative data mining using the PDM architecture is given in Figure 10.

The PDM framework raises a number of research issues that are important to be addressed to optimize the task. The following is a list of these issues.

- The number of AMs that are decided by the task initiator or MRD agent. In an ad hoc environment, the number of participants may vary. Thus, it is important to involve the number of AMs that cover the largest number of features and data instances. For example, if the number of mobile phones in a setting is five, and two of these share the same instances and features and run the same data mining technique, only one of the two would be chosen for the task depending on other factors like computational resources and proximity to the data source.
- The number of MADMs that are decided by a participant. This is done when that participant is ready to use the output of the stream mining process for decision making. This number relies on the number of participants. Although it would be faster to fire a number of MADMs that is equivalent to the number of participants, this could be a burden on the communication network if the number of participants is large. Also, the decision relies on the different data mining techniques that run concurrently. If using a particular model is known to take longer time due to the structure the technique produces (rules, trees, etc.), another agent could visit two different nodes while one agent is consulting the node with the longer runtime. Thus, an optimum number of MADMs has to be decided.
- The combination of data mining techniques to be used is essential to ensure that the built models are of optimum accuracy. Once the MRDs have found out the different techniques and the data sources in the network, stream mining techniques that will be used are decided. This is done according to the request made by the task initiator. For example, if a classification task is initiated and some nodes host more than one classification technique, it is important to decide whether the node runs the two techniques on the same streaming data, or runs one of them according to availability of resources and importance of the features in the decision making. It is also essential to decide whether these techniques would be stationary or mobile. If the mobility of agents is decided, it is important to decide the timing of the migration from one node to the other.
- The combination of features and data instances that is used as input to the data mining algorithm. This decision relies on what has been discovered by the mobile agent resource discoverers. If some features and instances are shared among classifiers, it is important to decide whether to use the shared features and instances by two
or more different classifiers, or to use disjoint subsets of the data to accelerate the process.

- The decision on whether each node is required to adapt to resource availability is important. Some nodes would be in a better position to cope with high speed streaming data due to their high performance computational power. However, some other would need to adapt. The Granularity-based approach developed by Gaber\textsuperscript{37} is able to adjust the algorithm settings in real-time to change the consumption pattern of the algorithm to cope with low availability of resources. The decision of using one or more of the algorithm granularity settings will be taken in the light of the running techniques and the configuration of the mobile phone.

**PDM Implementation**

The competition in the smartphone industry is pushing the rapid development of operating systems such as Apple’s iOS for the iPhone or Google’s Android. The PDM project has targeted the Android operating system which is adopted by a wide range of smartphones. Nevertheless PDM is extensible to work on further operating systems in the future.

To ensure interoperability and to ease the development of mobile and distributed agents, frameworks such as Grasshopper\textsuperscript{60} and JADE\textsuperscript{59} have been developed. The basic requirements for such a framework’s use in PDM are its ability to move agents such as the MADM between mobile devices and computers. The well-known JADE framework just fits these requirements. One of its other strong points is that it is open source, and written in Java. Agents in the JADE are hosted in so called containers between which they can freely move. In PDM each mobile device runs a JADE container and each PDM agent lives in such a container. A PDM agent hops to a different mobile device by logically moving from one container to another. In order to support the communication and mobility of agents, JADE provides a set of special agents that are hosted in the main container. Those agents are the Agent Management System (AMS) and the Directory Facilitator (DF). The AMS provides the names for the created agents and makes sure that there are no duplicated names; and the DF provides a communication service to the agents so they can communicate between each other.

For the implementation of the AM agents, the MOA\textsuperscript{61} tool which is based on the WEKA workbench\textsuperscript{62} has been used. Its libraries are well established in the data stream mining community.

**FIGURE 11** | Android version of pocket data mining running on four Android smartphones and one Windows 7 laptop.

Figure 11 shows a typical setup of PDM with five devices connected. As it can be seen, four of the connected devices are different Android smartphones and one of the devices is a laptop hosting a Windows 7 operating system, which shows that the system can integrate PCs as well as Android smartphones. Figure 11 has been captured from a demonstration video about PDM which can be found at http://www.youtube.com/watch?v=MOvlYxmttK.

Figure 12 shows the graphical user interfaces of PDM on Android smartphones. The left-hand side of the figure shows the main screen of the PDM implementation. Here the user can decide if he wants to connect to an existing PDM network or if he wants to setup a new one. The middle part of the figure shows the main screen for setting up an Agent Miner. The user has to select the algorithm to be used (in this case Hoeffding Trees have been selected), the data source and several parameters such as the probability with which an incoming data instance is selected as test or as training instance. The right-hand side of the figure shows the main GUI for creating a Mobile Agent Decision Maker. The user has to provide several parameters, for example the location of the test data.

In general some of the parameters displayed in the GUI in Figure 12 are for debugging purposes and are planned to be removed subsequently in future versions of PDM.

Ad hoc networks can be built by selecting one or several smartphones as wireless hotspots. Android currently supports up to eight devices connected. However, several hotspots could potentially be created, and thus more phones could be used and the coverage be increased. PDM is not limited to a
smart phone as wireless hotspot, it can also make use of other means of communication such as a wireless router, Wi-Fi, Bluetooth, and so on.

Extensive experimental studies assessing the performance of PDM have been reported in Stahl et al. Homogeneous and heterogeneous Agent Miners have been used in the experiments adopting Naive Bayes and Hoeffding Trees stream classifiers. A great potential for the framework has been shown especially with having eight nodes (connected ubiquitous devices).

PDM’s new niche of distributed data mining is expected to benefit from recent advances in smartphone and data stream mining technology. Future directions in this research can explore the numerous alternatives of collaborative mining techniques and strategies. These include varying the mining techniques, the sharing of features and instances of the data among nodes, and the distribution of the roles among agents that would yield the highest accuracy. PDM as a distributed data mining framework can also benefit from the work by Talia et al. where the machine learning tool Weka has been extended to allow running the mining algorithms as web services. The system (termed WekaWS) adopted the Web Services Resource Framework (WSRF) for the implementation of Grid services. The GUI of the system allows local and remote execution of data mining techniques. Experimental results of the system have shown the high performance of Grid-based distributed data mining. Despite the fact that WekaWS did not utilize mobile software agents, experiences gained from running the different data mining techniques in a distributed mode can greatly help optimizing the performance of PDM.

Having discussed the generic framework to perform distributed ad hoc data stream mining; PDM, an important issue in this collaborative context is to consider the context in which each model performs, and consequently affects the subspace of features or attributes that each model can rely on. The following section will discuss the issue in details, providing a solution, Coll-Stream.

COLLABORATIVE DATA STREAM MINING IN UBIQUITOUS ENVIRONMENTS

Mobility of users and the number of them open the door for another important research issue; context-awareness and collaboration. This section deals with collaborative data stream mining onboard mobile devices. The goal is to learn an anytime classification model that represents the underlying concept from a stream of labeled records. Such model is used to predict the label of the incoming unlabeled records available in the device. However, it is common for
the underlying concept of interest to change over time and sometimes the labeled data available in the device is not sufficient to guarantee the quality of the results. Therefore, we describe Coll-Stream, a framework that exploits the knowledge available in other devices to collaboratively improve the accuracy of local predictions.

The data mining problem is assumed to be the same in all the devices; however, the feature space and the data distributions may not be static, as assumed in traditional data mining approaches. We are interested in understanding how the knowledge available in the community can be integrated to improve local predictive accuracy in a ubiquitous data stream mining scenario.

As an illustrative example, collaborative spam filtering is one of the possible applications for the collaborative learning approach. Each ubiquitous device learns and maintains a local filter that is incrementally learned from a local data stream based on features extracted from the incoming mails. In addition, user usage patterns and feedback are used to supervise the filter that represents the target concept (i.e., the distinction between spam and ham). The ubiquitous devices collaborate by sharing their knowledge with others, which can improve their local device predictive accuracy. Furthermore, the dissemination of knowledge is faster, as peers new to the mining task, or that have access to fewer labeled records, can anticipate spam patterns that were observed in the community, but not yet locally. Moreover, the privacy and computational issues that would result from sharing the original mail are minimized, as only the filters are shared. Consequently, this increases the efficiency of the collaborative learning process.

However, many challenges arise from this scenario, the two major ones are:

1. How the knowledge from the community can be exploited to improve local predictiveness; and
2. How to adapt to changes in the underlying concept.

We will describe Coll-Stream that uses an incremental ensemble approach where the models from the community are selected and weighted based on their local accuracy for different partitions of the instance space. Such technique is motivated by the possible conflicts among the community models. The technique allows to exploit the fact that each model can be accurate only for certain subspaces, where its expertise matches the local underlying concept.

Collaborative Data Stream Mining

In collaborative and distributed data mining, the data are partitioned and the goal is to apply data mining to different, usually very small and overlapping, subsets of the entire data. In Coll-Stream, the goal is not to learn a global concept, but to learn from other devices their concepts, while maintaining a local or subjective point of view. Wurst and Morik explore this idea by investigating how communication among peers can enhance the individual local models without aiming at a common global model. The motivation is similar to what is proposed in domain adaptation or transfer learning. However, these assume a batch scenario. When the mining task is performed in a ubiquitous environment, an incremental learning approach is required.

In ubiquitous data stream mining, the feature space of the records that occur in the data stream may change over time or be different among devices. For example, in a stream of documents where each word is a feature, it is impossible to know in advance which words will appear over time, and thus what is the best feature space to represent the documents with. Using a very large vocabulary of words is inefficient, as most of the words will likely be redundant and only a small subset of words is finally useful for classification. Over time, it is also likely that new important features appear and that previously selected features become less important, which brings change to the subset of relevant features. Such change in the feature space is related to the problem of concept drift, as the target concept may change due to changes in the predictiveness of the available features.

The following sections describe the details of Coll-Stream and Figure 13 illustrates the collaborative learning process.

Collaborative Data Stream Mining in Ubiquitous Environments Using Dynamic Classifier Selection

Coll-Stream is a collaborative learning approach for ubiquitous data stream mining that combines the knowledge of different models from the community.

There is a large number of ensemble methods to combine models, which can be roughly divided into:

1. Voting methods, where the class that gets more votes is chosen.
2. Selection methods, where the ‘best’ model for a particular instance is used to predict the class label.
The **Coll-Stream** is a selection method that partitions the instance space $X$ into a set of regions $R$. For each region, an estimate of the models accuracy is maintained over a sliding window. This estimated value is updated incrementally as new labeled records are observed in the data stream or new models are available. This process can be considered a meta-learning task where we try to learn for each model from the community how it best represents the local underlying concept for a particular region $r_i \in R$. When **Coll-Stream** is asked to label a new record $x_i$, the best model is used. The best model is considered to be the one that is more accurate for the partition $r_i$ that contains the new record. The accuracy for a region $r_i$ is the average accuracy for each partition of its attributes. For $r_{15}$ in Figure 14, we average the accuracy for value $V1$ of attribute $A1$ and value $V5$ of attribute $A2$. The accuracy is the number of correct predictions divided by the total number of records observed, as is illustrated in Figure 14. The next section explains how the regions are created using the attribute values.

### Creating Regions

An important part of **Coll-Stream** is to learn for each region of the instance space $X$ which model $m_i$ performs better. This way $m_i$ predictions can be used with confidence to classify incoming unlabeled records that belong to that particular region.

The instance space can be partitioned in several ways. Here we follow the method used by Zhu et al., where the partitions are created using the different values of each attribute. For example, if an attribute has two values, two estimators of how the classifiers perform for each value are kept. If the attribute is numeric, it is discretized and the regions use the values that result from the discretization process. This method has shown good results and it represents a natural way of partitioning the instance space. However, there is an increased memory cost associated with a larger number of regions. To minimize this cost the regions can be partitioned into higher granularity ones, aggregating attribute values into a larger partition. This is illustrated in Figure 14, where the values $V4$ and $V5$ of attribute $A1$ are grouped into regions $r_{41}$ to $r_{45}$. Figure 14 illustrates the training and classification procedures of **Coll-Stream**.

**FIGURE 13** | Collaborative learning process.

**FIGURE 14** | **Coll-Stream**: training and classifying.
Variations
Some variations of the Coll-Stream approach can be considered:

- **Multiple classifier selection** If more than one model is selected, their predictions are weighed according to the corresponding accuracy for region \( r_i \), and the record to be labeled gets the class with the highest weighted vote. This is similar to weighted majority voting but with a variable number of classifiers, where the weights are calculated in relation to the region that contains the unlabeled record to classify.

- **Feature weighting** The models used from the community can represent a heterogeneous feature space as each one is trained according to a different data stream \( DS_d \). One possible variation is for each device to measure feature relevance. Then at the time of classification the accuracy estimates for each region are weighted according to the feature weight for that region. The predictive score of each feature can be computed using popular methods such as, the information gain, \( \chi^2 \) or mutual information. However, these must be calculated incrementally given the data stream scenario where this approach is framed. Moreover, this takes into account that features that were relevant in the past can become irrelevant at some point in the future for a different target concept.

- **Using local base learner** One base learner that is trained using the available records in the device can be always part of the ensemble. This integration is simple as it only requires an additional step of training the classifier when a new record arrives in addition to updating the ensemble estimates for the new record region.

- **Resource awareness** Resource-awareness is an important issue in ubiquitous data stream mining. In such a dynamic ubiquitous usage scenario, it is common for Coll-Stream method to receive too much knowledge from the community over time. In such situations we propose to discard past models that have the lowest performance and allow the integration of new models.

- **Feature selection** Feature selection is used to reduce the size of the models kept. This process can be executed before the models are shared, in order to additionally reduce the communication costs associated with transferring the models between devices. When the model is shared with other devices, only its most predictive features are used. For example in the case where the Naive Bayes algorithm is used as base learner, only the corresponding estimators for the selected predictive attributes given the class take part in the shared model. The features predictiveness is evaluated and these are then selected. However, many selection methods can be used for this task and according to the application some methods may be superior to other. Some simple possibilities that have been studied in Gomes et al. are as follows:
  - Fixed \( N \), select the top \( N \) highly scored features for each model.
  - Fixed threshold, which defines the cut point between predictive and irrelevant features.
  - Adaptive threshold, that adaptively defines the threshold. The method uses the desired percentile of the scores given by the feature evaluation method as a threshold.

- **Context-awareness** Context awareness is an important part of ubiquitous computing. Most ubiquitous applications concepts are associated with context, this means that they may reappear when a similar context occurs. For example, a weather prediction model usually changes according to the seasons. The same applies with product recommendations or text filtering models where the user interest and behavior might change over time due to fashion, economy, spatial–temporal situation, or any other context. This has motivated some works to analyze how to use context to track concept changes. Finally, a context-aware version of Coll-Stream, named CC-Stream, takes into account the context similarity in relation to the current context when performing model selection.

**CONCLUSIONS AND FUTURE DIRECTIONS**

This work presents the emerging state-of-the-art in developing the next generation of mobile and ubiquitous data stream processing algorithms, systems, and applications. The continuous flow of data produced in mobile devices requires data streams techniques for querying, analyzing, and mining for successful ubiquitous data mining. This article includes background theory of data stream mining, theoretical foundations of mobile or ubiquitous data stream mining and explanation of the algorithms that represent
state-of-the-art in this area, as well as an overview of real-world applications and case studies. From the state-of-the-art to a more of current directions, the article also discussed two recent developments in this area, namely, PDM and Coll-Stream, addressing ad hoc flexible distributed data stream mining, and context-aware collaborative mining of data streams, respectively.

The capabilities of smartphones are increasing everyday. More and more sophisticated devices with embedded sensors are collecting data from user activities. Smartphones know where we are, who are we with, and what is around us. This opens an opportunity for novel applications that analyze these continuous information to make our lives easier.

Wearable devices like smart watches and Big Data analytics techniques open the door for a number of research areas. These include:

- **Personalized health**: the wearable devices can provide the user with important physiological measurements. Applications that continuously monitor and analyze this data can help users identify health-related risks timely and effectively. Interaction between data collected using the wearable devices and other mobile devices can be an important application for the PDM framework.
- **Mobile Big Data analytics**: Big Data techniques are tailored toward high performance computing facilities like the cloud. With Big Data pushed to the mobile environment, techniques that are tailored to operate in this environment are required. This area is not currently explored in the literature. However, we expect that it will grow rapidly over the next few years.
- **Mobile crowdsourcing of streaming knowledge**: the availability of up-to-date models generated from streaming data collected by individuals can turn to a powerful collective wisdom. Users may decide to share their models to get a more powerful ensemble of models. Coll-Stream presented in this survey article is a one step toward realization of this direction.
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