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Part 1

Keynote
When a comparison between a reference aircraft and a concept one is desired to understand if there is any benefit in terms of economic profitability, on the second run, using concept aircraft input, the ticket price is kept constant and the IRR left varying.

To estimate cost, the geometric features such as the fabrication areas of skin, spars and ribs, and the assembling perimeter of the wing are needed, as well as, mission and mass information. The extraction of these parameters has been implemented in an automatic fashion using again the Model Center integration/process building environment. The bottom left of Figure 2 shows the Model Center process for the cost suite input generation. The first component generates a password string to access the data management tool. The second component consists of a python script developed to extract those geometric features from the 3D CAD model of the wing structure to enhance the product structure and improve the validity of the cost evaluation. The third component is used to extract mass data to enable cost to reflect the actual design. The fourth one extracts info on the manufacturing complexity including process type, process time and raw material weight. The last one generates the input file for the cost suite. To summarise, the model is capable of calculating the Direct Operating Cost and provides the output in both net present value and the absolute cost. Different trade studies have been performed and cost results produced for different real case configurations.
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Management of Promotional Activity Supported by Forecasts Based on Assorted Information

Cátiia RIBEIROa, José Manuel OLIVEIRAa,b and Patricia RAMOSa,b,c,

Abstract. Aggressive marketing causes rapid changes in consumer behavior and some significant impact in the retail business. In this context, sales forecasting at the SKU level can help retailers to become more competitive by reducing inventory investment and distribution costs. Sales forecasts are often obtained combining basic univariate forecasting models with empirical judgment. However, more effective forecasting methods can be obtained by incorporating promotional information, including price, percentage of discount (direct discount or loyalty card discount), calendar events and weekend indicators not only from the focal product but also from its competitors. To deal with the high dimensionality of the variable space, we propose a two-stage LASSO regression to select optimal predictors and estimate the model parameters. At the first stage, only focal SKUs promotional explanatory variables are included in the Autoregressive Distributed Lag model. At the second stage, the in-sample forecast errors from the first stage are regressed on the explanatory variables from the other SKUs in the same category with the focal SKU, and to use that information more effectively three different approaches were considered: select the five top sales SKUs, include all raw promotional information, and preprocess raw information using Principal Component Analysis. The empirical results obtained using daily data from a Portuguese retailer show that the inclusion of promotional information from SKUs in the same category may improve the forecast accuracy and that better overall forecasting results may be obtained if the best model for each SKU is selected.

Keywords. Business analytics, demand forecasting, competitive information, autoregressive distributed lag models, LASSO, principal component analysis.

1. Introduction

The new paradigm of mass customization is forcing manufacturers to redesign and change products constantly [1]. As a consequence, products life cycles have been decreasing making sales at the SKU (Stock Keeping Unit) level in a particular store difficult to forecast, as times series for this products tend to be short. Moreover, retailers are increasing marketing activities such as price reductions and promotions due to more intense competition and recent economic recession [2]. Products are typically on promotion for a limited period of time, e.g. one week, during which
demand is usually substantially higher occurring many stock-outs due to inaccurate forecasts. Stock-outs can be very negative to the business because they lead to dissatisfied customers [3]. How to balance the loss due to stock-outs and the cost of safety stocks is clearly an important issue for today’s retailers. It is well accepted that SKU level retail store sales are affected not only by own promotional information but also by the influence of products of the same category [4, 5]. When building a product sales forecasting model, an obvious obstacle to use all this information is the high dimensionality of the variable space that may turn the model easily over-fitted or impossible to estimate [6]. Traditional methods used to solve problems of dimensionality reduction include the stepwise selection, the Least Absolute Shrinkage and Selection Operator (LASSO) and the information summary approach. The stepwise selection method has been criticized for being likely to select some unimportant predictors and miss important ones. LASSO has received great attention from the scientific community due to its convexity and sparsity solutions. It estimates the regression model in the usual way with an additional constraint for the sum of the absolute values of the parameter coefficients. The information summary approach condenses the information of all variables into a small set of predictors at an acceptable cost of information loss. In the retail business it is common to promote similar products simultaneously (e.g. different SKUs under the same brand) which makes promotional variables of different products highly correlated to each other. A popular information summary technique usually used to solve problems of multi-collinearity is Principal Components Analysis (PCA). In the forecasting context, an important issue associated with PC is that the new predictors are estimated without taking into account the dependent variable. Thus, when only a few components are selected to represent all variable space, they might not have enough prediction ability to forecast the dependent variable because useful components were rejected. In this paper, we focus on developing an effective and automatic modelling approach to forecast sales at the SKU level in a particular store that overcomes the issues discussed. The performance of the forecasting system is demonstrated through a case study of daily data of many hundreds of retail SKUs from a Portuguese retailer in order to produce short term forecast. The rest of the paper is organized as follows. In Section 2, we discuss the methodology involved in the work and present the models used. In Section 3, we describe the data, present the empirical study details and discuss the results obtained. Finally, in Section 4, we point the main conclusions of the work.

2. Methodology

As mentioned in the previous section, in the retail business it is common to promote products in the same category simultaneously. This results in the promotional variables from different SKUs of the same category being highly correlated with each other. When a regression model includes a group of explanatory variables with high pairwise correlations, LASSO tends to select only one of the variables in the group. If relevant predictors are highly correlated with irrelevant ones, LASSO may reject important variables by selecting an unimportant one. From previous studies [4, 6], it is known that an SKU’s own promotional variable is more relevant than that of other SKU’s. If we include simultaneously in the regression model promotional explanatory variables from the focal SKU and promotional explanatory variables from the SKUs in the same category with the focal SKU, LASSO may reject the focal SKU’s own predictors. To deal with this problem, we propose a two-stage LASSO regression to select optimal predictors and estimate the model parameters. At the first stage, only focal SKUs promotional explanatory variables are included in the Autoregressive Distributed Lag (ADL) model, namely sales lags, price and its lags, calendar events and weekend indicators, which is given by

\[
\ln(Y_{it}) = \beta_0 + \sum_{t=1}^{T} \delta_t \ln(Y_{i,t-1}) + \gamma_t \ln(P_{i,t-1}) + \phi_{j,t} \text{PDD}_{j,t} + \psi_{k,t} \text{PDC}_{j,t} + \theta_{t,E} + \mu_{t,LW} + \epsilon_{i,t}, \quad t = 1, \ldots, T
\]

where \(\ln(Y_{it}), \ln(P_{i,t-1}), \text{PDD}_{j,t}, \text{PDC}_{j,t}\) are respectively, the log sales, the log price, the percentage of direct discount and the percentage of discount in card of focal SKU \(i\) in category \(k\) in day \(t\); \(\epsilon_{i,t}\) is an indicator variable for a calendar event (New year’s Day, Carnival, Good Friday, Easter, Freedom Day, Labour Day, Corpus Christi, Portugal Day, Assumption Day, Republic Day, All Saints Day, Restoration of Independence, Immaculate Conception Day, Christmas Eve and Christmas Day); \(j\) if day \(t\) is a calendar event, 0 otherwise; \(LW\) is an indicator variable for the last weekend of the month; \(1\) if \(t\) is a day from the last weekend of the month, 0 otherwise; \(\nu_t, \delta_t, \gamma_t, \phi_t, \psi_t, \theta_t, \mu_{t,LW}\) are the model parameters; \(\epsilon_{i,t}\) is the disturbance term and \(L\) is the order of the lags included which was assumed to be 2. A 10-fold cross-validation was used to obtain the optimal value of the penalty parameter in LASSO regression. After variable selection and parameters estimation by LASSO regression, the estimated ADL model is used to compute the in-sample forecast errors \(\epsilon_{i,t}\) and to forecast on the out-of-sample period. At the second stage, the in-sample forecast errors from the first stage \(\epsilon_{i,t}\) are regressed on the explanatory variables from the other SKUs in the same category with the focal SKU, being the ADL model given by

\[
\epsilon_{i,t} = \beta_{0,t} + \sum_{j=1}^{J} \delta_{j,t} \ln(Y_{j,t}) + \gamma_{j,t} \ln(P_{j,t}) + \phi_{j,t} \text{PDD}_{j,t} + \psi_{j,t} \text{PDC}_{j,t} + \mu_{j,t, LW} + \epsilon_{i,t}
\]

where \(\ln(Y_{j,t}), \ln(P_{j,t}), \text{PDD}_{j,t}, \text{PDC}_{j,t}\) are respectively, the log sales, the log price, the percentage of direct discount and the percentage of discount in card of SKU \(j\) in category \(k\) in day \(t\); \(\delta_{j,t}, \gamma_{j,t}, \phi_{j,t}, \psi_{j,t}\) are the model parameters; \(\epsilon_{i,t}\) is the disturbance term. As in the first stage, variable selection and parameters estimation is done by LASSO regression. Then, the estimated ADL model is used to forecast on the out-of-sample period. The final out-of-sample forecasts are the sum of the forecasts in the two stages. In the second stage, to deal with the high dimensionality of the potential explanatory variables from the SKUs in the same category with the focal SKU, and to use that information more effectively, three different approaches were considered: (1) identify the five top sales SKUs and use them as representatives of the whole category; (2) include the information from all SKUS in the category directly into LASSO regression; (3) preprocess the information from all SKUs in the category to lower the dimensionality using PCA. A PCA was conducted for each type of variable (sales, price, percentage of discount and percentage of discount in card) across SKUs in the same category. So, in model (2), if the inputs are PC obtained by PCA, then the variables \(Y_{i,P}, \text{PDD} \text{ and } \text{PDC}\) are the corresponding PC, not necessarily extracted in the same number; if the inputs are from the five top sales SKUs then \(n_{i,p}\) is 5; if the
inputs are from all SKUs in the category, then \( n_c \) is the number of SKUs in category \( k \).

3. Empirical study

The data used in this study came from a Portuguese retailer leader on food distribution and product manufacturing. For the purpose of the research, one of the largest stores in sales volume of the company’s retail chain was selected. Only the departments of Food and Freshers of this store which have the greatest impact on sales were considered. A diverse set of 11 product categories was selected for the empirical study. The data comprise daily product information at the SKU level, including unit sales, price and promotions between January 7th 2014 and April 27th 2015 (476 days). There are two types of promotions: “direct discount” which is a simple price reduction and “discount in card” which saves the discount in a loyalty card to be used in next purchases. We focused our study on continuous demand products since most of the SKUs with intermittent demand usually are not promoted. Thus only the SKUs with sales on at least 95% of the days were selected. The forecasting performance of the proposed models was then evaluated with 692 SKUs from which 109 are focal. Table 1 presents the total number of SKUs and the number of focal SKUs in each category and the percentages of weeks concerning promotional activities ordered by percentage of weeks with direct discount. It can be seen that a quite diverse set of product categories was selected and that the direct discount is more frequent than the card discount across all categories (with exception to pasteurized milk). Figure 1 shows daily sales, price (in euros) and promotional periods of a SKU chosen randomly from the dataset. It can be seen that promotions may increase sales considerably, however their effects can be quite different. For each focal SKU in the dataset, 6 different models were evaluated: 1- ADL-only based on equation (1) using the focal SKUs own predictors; 2- ADL-intra-top5 based on equations (1) and (2) using the focal SKUs own predictors and the predictors from the five top sales SKUs in the same category; 3- ADL-intra-all based on equations (1) and (2) using the focal SKUs own predictors and the predictors from all the SKUs in the same category; 4-6- ADL-intra-PCA(k) based on equations (1) and (2) using the focal SKUs own predictors and the predictors extracted from PCA whose cumulative percentage of total variation is k. Our criterion was to consider k equal to 70%, 80% and 90%.

Table 1. Descriptive statistics of the dataset.

<table>
<thead>
<tr>
<th>Category</th>
<th>N° of focal SKUs</th>
<th>Mean percentage of weeks with promotional activities</th>
<th>Total n° of SKUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pork</td>
<td>3</td>
<td>49.31</td>
<td>109</td>
</tr>
<tr>
<td>Chicken</td>
<td>11</td>
<td>28.47</td>
<td>61</td>
</tr>
<tr>
<td>Apples</td>
<td>5</td>
<td>25.88</td>
<td>37</td>
</tr>
<tr>
<td>Canned fish</td>
<td>11</td>
<td>13.23</td>
<td>37</td>
</tr>
<tr>
<td>Cooking oil</td>
<td>4</td>
<td>12.13</td>
<td>25</td>
</tr>
<tr>
<td>Toothbrush</td>
<td>20</td>
<td>9.34</td>
<td>118</td>
</tr>
<tr>
<td>UHT milk</td>
<td>21</td>
<td>6.23</td>
<td>61</td>
</tr>
<tr>
<td>Coke</td>
<td>16</td>
<td>4.80</td>
<td>64</td>
</tr>
<tr>
<td>Manual laundry detergent</td>
<td>5</td>
<td>3.23</td>
<td>14</td>
</tr>
<tr>
<td>Sugar</td>
<td>8</td>
<td>0.92</td>
<td>44</td>
</tr>
<tr>
<td>Pasteurized milk</td>
<td>5</td>
<td>0.29</td>
<td>27</td>
</tr>
</tbody>
</table>

In order to evaluate the forecasting performance of these models, each SKU’s time series (sales, price, percentage of direct discount and percentage of discount in card) were split into in-sample (the first 355 days) and out-of-sample (the last 119). For each focal SKU, all models estimated by LASSO using the in-sample were used to forecast on the out-of-sample. The forecasting performance of the models was compared using the most traditional and popular error measures: Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Percentage Error (MPE), Mean Absolute Percentage Error (MAPE) and Mean Absolute Scaled Error (MASE) defined in [5]. The results obtained (Table 2) show that the overall performance of the models is quite similar with ADL-only model performing a little better than the others with respect to RMSE, MAE and MASE. ADL-intra-top5 performed better concerning MAE which indicates that the inclusion of promotional information from SKUs in the same category may improve the forecast accuracy. Figures 2 and 3 show the MAE and MASE values of all models by category. Not much difference between the models is observed in MAE values. However, MAPE results show that none of the models outperforms all the others in all categories, indicating that better overall forecasting results may be obtained if the best model for each SKU is selected.

Table 2. The models’ forecasting accuracy.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
<th>MPE</th>
<th>MAPE</th>
<th>MASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADL-only</td>
<td>84.92</td>
<td>45.94</td>
<td>42.07</td>
<td>74.45</td>
<td>0.876</td>
</tr>
<tr>
<td>ADL-intra-top5</td>
<td>85.31</td>
<td>45.22</td>
<td>41.70</td>
<td>75.72</td>
<td>0.891</td>
</tr>
<tr>
<td>ADL-intra-all</td>
<td>85.35</td>
<td>45.78</td>
<td>41.65</td>
<td>77.81</td>
<td>0.899</td>
</tr>
<tr>
<td>ADL-intra-PCA(70%)</td>
<td>86.25</td>
<td>46.26</td>
<td>41.13</td>
<td>76.21</td>
<td>0.896</td>
</tr>
<tr>
<td>ADL-intra-PCA(80%)</td>
<td>86.31</td>
<td>46.34</td>
<td>41.80</td>
<td>75.31</td>
<td>0.894</td>
</tr>
<tr>
<td>ADL-intra-PCA(90%)</td>
<td>86.79</td>
<td>46.30</td>
<td>42.04</td>
<td>75.41</td>
<td>0.898</td>
</tr>
</tbody>
</table>

Note: Bold values show the best result in the column.

4. Conclusions

A two-stage LASSO regression is proposed to deal with the problem of high dimensionality in sales forecasting at the SKU level. At the first stage, only focal SKUs promotional explanatory variables are included in the ADL model, namely sales lags, price and its lags, calendar events and weekend indicators. At the second stage, the in-sample forecast errors from the first stage are regressed on the explanatory variables from the other SKUs in the same category with the focal SKU. In order to evaluate the forecasting performance of the proposed models, daily information at the SKU level from a Portuguese retailer leader on food distribution and product manufacturing was used. The empirical results obtained with 692 SKUs from 11 categories show that the inclusion of promotional information from SKUs in the same category may improve the forecast accuracy and that better overall forecasting results may be obtained if the best model for each SKU is selected.
Sales Forecasting in Retail Industry
Based on Dynamic Regression Models

José Manuel PINHO©, José Manuel OLIVEIRA© and Patrícia RAMOS©
© Faculty of Economics, University of Porto, 4200-464 Porto, PORTUGAL.
© INESC Technology and Science, Campus da FEUP, 4200-465 Porto, PORTUGAL.
© School of Accounting and Administration of Porto, Polytechnic Institute of Porto,
4465-004 S. Mamede de Infesta PORTUGAL.

Abstract. Sales forecasts gained more importance in the retail industry with the increasing of promotional activity, not only because of the considerable portion of products under promotion but also due to the existence of promotional activities, which boost product sales and make forecasts more difficult to obtain. This study is performed with real data from a Portuguese consumer goods retail company, from January 2012 until April 2015. To achieve the purpose of the study, dynamic regression is used based on information of the focal product and its competitors, with seasonality modelled using Fourier terms. The selection of variables to be included in the model is done based on the lowest value of AIC in the train period. The forecasts are obtained for a test period of 30 weeks. The forecasting models overall performance is analyzed for the full period and for the periods with and without promotions. The results show that our proposed dynamic regression models with price and promotional information of the focal product generate substantially more accurate forecasts than pure time series models for all periods studied.

Keywords. Retailing, machine learning, forecasting, time series, promotions, dynamic regression.

1. Introduction

The effectiveness of sales forecasting is gaining increasingly importance in the retail sector. With retailers continuously trying to minimize stock and increase customer satisfaction it helps to reduce inventory investment costs and to improve logistics operations. A bad sales forecast may cause losses to the retailer, either by rupture or by excess of stock. Recent studies [1] indicate that in the case of rupture of stock of a product consumers decide to change to another store, not purchasing a replacement product, as initially thought. The promotional activity has increased sharply in recent years leading usually to a considerable increase of sales in the periods in which products are under promotional actions [2]. The efficacy of simple forecast methods, often used in the retail sector, is reduced when applied to periods when there are promotions [3]. The aim of this work is to incorporate promotions on econometric models to improve sales forecasting, especially in periods of promotional campaigns, and measure the impact of promotions on sales. This analysis is of particular importance because in recent literature models that integrate the promotional activity of