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• Spammers/telemarketers target a very large number of recipients usually dispersed across many Service Providers.
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a b s t r a c t

Spammers and telemarketers target a very large number of recipients usually dispersed across many
Service Providers (SPs). Collaboration and Information sharing between SPs would increase the detection
accuracy but detection effectiveness depends on the amount of information shared between SPs. Having
service provider’s exchange call detail records would arguably attain the best detection accuracy but
would require significant network resources. Moreover, SPs are likely to feel uncomfortable in sharing
their call records because call records contain user’s private information as well as operational details
of their networks. The challenge towards the design of collaborative Spam over Internet Telephony
(SPIT) detection system is two-fold: it should attain high detection accuracy with a small false positive,
and should fully protect the privacy of users and their service providers. In this paper, we propose a
COllaborative Spit Detection System (COSDS)—a collaborative SPIT detection system for the Voice over
IP (VoIP) network where service providers collaborate for the effective and early detection of SPIT callers
without raising privacy concerns. To this extent, COSDS relies on a trusted Centralized Repository (CR) and
exchange of non-sensitive reputation scores. The CR computes global reputation of users by aggregating
the reputation scores provided by the respective collaborating SPs. The data exchanged to the CR is not
sensitive regarding users privacy, and cannot be used to infer the relationship network of users. We
evaluate the performance of our system using synthetic data that we have generated by simulating the
realistic social behavior of spammers and non-spammers in a network. The results show that the COSDS
approach has better detection accuracy as compared to the traditional stand-alone detection systems.
For instances, in a setup where spammers are making calls to recipients of many SPs, COSDS successfully
identifies spammers with the True Positive (TP) rate of around 80% and false positive (FP) rate of around
2% on a first day, which further increases to 100% TP rate and zero FP rate in three days. COSDS approach is
fast, requires a small communication overhead, ensures privacy of users and collaborating SP, and requires
only few iterations for the reputation convergence within the SP.
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1. Introduction

For many years, E-mail and other online networks (social net-
works, websites, blogs) have been widely used by scammers to
target users with the unwanted content (advertisements, malware
etc.). The trend has been changed from the last few years, because
of cheap telephony and its larger customers base, telephone call
has become the preferred method used by fraudsters to distribute
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the unsolicited and advertisement content [1]. Unwanted commu-
nication in telephony is more annoying than the traditional email
or text spamming as it requires an immediate response from the
call recipient. Moreover, unwanted pre-recordedmessages unnec-
essarily overwhelm the voicemail-boxwith the lengthy unwanted
speech stream, that later requires a considerable amount of time to
clean it [2]. Apart from annoyance, these calls can cause financial
loss to the telephony users and the service providers [3].

Telecommunications or VoIP service providers (SPs) deploy
standalone SPIT detection systems [4–7] in their networks for
protecting their subscribers from unsolicited calls. These systems
decide about the behavior of the user by considering the meta-
data from the single source. Stealthy or low rate spammers can
easily evade these standalone systems by simply making a low
rate spam calls to recipients of several service providers without
overwhelming any single service provider with the spam calls. By
doing so, spammers remain undetected for a longer period, since
service provider does not have enough evidence to characterize
these callers as spammers because of small calling rate. Standalone
systems (SASs) may identify stealthy spammers over the time,
but this detection is very late, as spammers have already called a
large number of users across several SPs. Traditional standalone
approaches could improve the detection rate by simply asking
callers to solve the CAPTCHA (Completely Automated Public Turing
test to tell Computers and Humans Apart) [8,4] test for every
call they originate, but CAPTCHA test requires extensive system
resources for the real-time authorization, and is also intrusive to
the caller.

The collaboration among multiple service providers would in-
crease the chances of detecting low rate spammers timely and
effectively, however, its detection performance depends on the
type of information exchanged between collaborators. There are
two key challenges in the design of collaborative SPIT detection
system: firstly, what information should be exchanged as the
course of the collaboration process; and secondly, to whom this
information should be made available. The collaborative solution
can be either the distributed—where the information from each SP
is shared and processed in a completely distributed fashion and
the centralized—where all information from the SP is reported to
the single centralized location for analysis. The service providers
are not willing to share sensitive data of their customers directly
with each other, because they are business competitors, and are
concerned about the privacy of their customers and own network
configurations. Generally, a better detection accuracy is expected
when collaboration is achieved through the exchange of complete
call records, but at the cost of privacy and system resources. On the
other hand, SPs feel more comfortable in exchanging information
that represents the aggregate behavior of users in their network
and does not leak any information that could be used to infer the
social relationship network of users. The exchange of summarized
information could protect the privacy of users but at the cost of de-
tection accuracy and privacy. The challenge is designing a system
that minimizes the detection time, show improved detection rate,
and does not pose any threat to the privacy of collaborators and
users.

In this paper, we propose a Collaborative Spit Detection Sys-
tem (COSDS) for an accurate and early detection of SPIT caller,
that leverages collaboration among many autonomous SPs. COSDS
system does not require direct collaboration among SPs, instead,
the collaboration is carried out with the exchange of non-sensitive
summarized information with the trusted CR. The design achieves
two objectives: ensuring the privacy of users, and reducing the
network load required for the collaboration. Particularly, the col-
laborating SP computes and submits the Local Reputation (LR)
scores (summarized information) of users/customers to the trusted
CR. This reputation score represents the aggregate behavior of

user within the SP, and have been computed from the user’s past
call transactions with others. The CR is responsible for computing
the global reputation of the user by aggregating the LR scores,
and the computation of the classification threshold below which
user is flagged as the global spammer. The CR responds collabo-
rating SP with the global reputation (GR) score and classification
result. The SP either choose CR recommendations or act indepen-
dently against spammers by making his own decision using global
reputation score along with other social network features. Each
collaborating SP interacts directly with the CR and requires only
two transmission cycles for getting the GR of his users i.e. one
cycle for sending the LR to the CR, and one cycle for receiving
the GR from the CR. From the perspective of deployment in a real
scenario, the COSDS approach does not require changes in the call
setup messages, and would easily convince SP to take part in a
collaboration.

We evaluate our system using the synthetic data that have
been generated through models of spammers and non-spammers
social behavior. The evaluation results demonstrate that the COSDS
system outperforms standalone detection systems in terms of de-
tection accuracy and detection time. Specifically, for a network
having a large number of spammers, COSDS managed to achieve
a zero FP rate and blocked all spammers within 3 days.

The proposed approach is an extension of the SP level SPIT
detection system presented in [5]. In this paper, we establish
cooperation among SPs and focus on defining the components and
mechanism for the collaborative SPIT detection. This enables early
and accurate detection of the spammer while considering the local
reputation scores of the caller in many collaborating SPs.

In a summary, this paper makes the following contributions:

• It presents the design of COSDS, a system for the collab-
orative SPIT detection that enables SPs to part in the col-
laboration with the exchange of non-sensitive summarized
information. COSDS is typically more efficient in detection
accuracy than the standalone detection systems, and more
efficient in system resources than collaboration with the
exchange of call records. Further, it ensures privacy of users,
yet achieving the high true positive rate and the small false
positive rate.

• It gives a detailed implementation and evaluation of the ap-
proach over the synthetic call detailed record (CDR). Partic-
ularly, the evaluation is performed for the different number
of collaborators, different percentage of spammers, and for
the followingmetrics: true positive rate (TPR), false positive
rate (FPR) and accuracy. It also compares the performance
of COSDS to a system where collaboration is carried out
through the exchange of non-summarized information.

The rest of the paper is structured as follows. Section 2 presents
the background on voice spamming and its difference from the
email spamming. Section 3 reviews the works from the other
researchers and providesmotivation for our approach. In Section 4,
we describe the architecture of the collaborative SPIT detection
system, describe how the privacy of the user and collaborating
SP is protected in Section 5. The experimental setup is presented
in Section 6. Section 7 presents the performance evaluation for
different performance metrics is presented. Finally, we conclude
the paper in Section 8.

2. VoIP spam

The advent of VoIP technology enables telecommunication ser-
vice providers to converge their legacy circuit-switched networks
into a single all IP-based network to minimize their operational
expenses. The advent of VoIP network has also benefited users to
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enjoy the low rate telephone calls domestically and internation-
ally. The number of telephony subscriber (VoIP, mobile and Fixed)
are more than 6 billion with trillions of calls per year worldwide.
The scammer and telemarketer also find telephony an attractive
and less costlymedium to target a large number of subscriberswith
the unwanted content. Currently, complaints made to Fraud.org
and FTC indicates that the telephone was the initial method of
contact formost of the scam [1,9]. The number of complaints about
unwanted calls (telemarketing, scams, robo) received to the FTC
has increased from3.6million during the year 2015 to over 5.3mil-
lion during the year 2016. The average monthly complaints have
also increased to more than 250 thousand in 2016, an increase of
almost four times as compared to previous years [3]. The unwanted
calls not only disturb users, but they also bring financial loss to
recipients and service providers [10,11]. The estimated annual
telephone fraud loss is around $40.1 Billion (USD) [9] around the
globe, of which subscribers directly lose more than $8.6 billion
annually in the United States alone.

SPIT is similar to the email spamming, however, it causes a
serious discomfort to the recipients due to its more interactive and
intrusive nature. A fundamental difference between the voice and
the email spamming is that emails can be held and processed rela-
tively for a long time before being sent to users, whereas the voice
call requires an immediate response from the operator, and has to
be processed in a real-time before alerting call recipients. Another
important difference is that in an email, content is available inside
the text body prior to its delivery, but in a voice, content is only
available after establishing the connection between the caller and
the caller. Further, the content of voice call is speech stream that is
difficult to be processed in a real-time as compared to processing
the text in case of emails. From the user’s perspective, classifying
a SPIT content in a voice mail-box consumes more time than the
email spam. The email user categorizes email in an inbox as a spam
or non-spam on a first look by checking the header and subject
information, however, in case of a SPIT-recorded call, the receiver
has to listen few seconds of recording before categorizing it as an
unwanted content [2].

3. Related work and motivation

This section summarizes related work in the area of SPIT de-
tection. Specifically, we discuss limitations of standalone systems,
examine how existing collaborative system works, and describe
the motivation of this work.

3.1. Standalone anti-SPIT systems

Several solutions have been proposed for blocking the SPIT
caller. These solutions operate independently as the standalone
systems, and can be grouped into several classes: black-list or
white-list based systems [12–14], systems analyzing the social
behavior and reputation of the caller [15–24], authenticating the
caller by challenging him in the form of CAPTCHA and Tur-
ing test [25–27,8], imposing extra cost on the caller if he is
flagged as unwanted [28] by recipients of call, systems processing
speech content [29–32], analyzing the linguistics from the speech
streams [33,34], and statistical systems that analyzes the flow
of packets during the call setup phase [35,36] or analyze caller’s
behavior from the logged CDRs [37,38]. A single standalone SPIT
solution can also be employed by combining many individual
systems in the form of a collaborative multistage system [28,39–
42]. Recently, new detection systems have been proposed to fight
against the unwanted callers. These systems include (1) deploy-
ing mobile and fixed telephony Honeynets [43–46] for collecting
the call records, to be used for detecting and characterizing the
behavior of unwanted callers, (2) the chatbot system [47], which

connects back to the caller with an automated phone bot, and (3)
the identity linking based system [48] that first connects identities
that belong to one physical caller and then performs aggregate
detection.

3.2. Limitations of standalone detection systems

Stand-alone SPIT detection systems are currently major sys-
tems for thwarting SPIT callers. These systems are typically placed
within SP, and utilize meta-data from one source for deciding
about the behavior of the caller. Since there is no cooperation
among SP, no data about the caller is pass between SPs except
the call handlingmessages. These systems prolong detectionwhen
spammers make a low rate spam calls to recipients of several SPs.
The standalone systems, in this attack, would not have enough
evidence to block the spammers in a timely manner. Particularly,
the stand-alone system performs well when the number of calls
from the same caller spikes. However, this is problematic because
the spammer has already reached to a large number of users.
The SAS improves their detection capability by combining several
standalone detection approaches as a single system or asks caller
to solve the CAPTCHA challenge. However, these implementations
have following limitations. First, it involves caller for solving the
CAPTCHA challenge and is also resource intensive. Second, it re-
quires that call request should be pass through many detection
components thus would increase the call setup delay. Third, it re-
quires relatively a large number of calls from the caller for making
the final recommendation, which still allows spammers to reach
several subscribers.

3.3. Collaborative detection systems

Several collaborative detection systems have been proposed
for detecting the spammers and intruders over the Internet by
incorporating collaboration between domains and Internet service
providers [49]. These systems normally collaborate by sharing the
message content, reputation score or IP headers, thus raise privacy
concerns. The privacy of the user can be protected by exchanging
the hash of the message [50–52], and by using a trusted central-
ized system [53,54]. A content-based collaborative systems are
not feasible in perspective of speech content because of resource-
consuming processing and hashing of speech stream in a real-
time. Collaboration can be achieved through the exchange of single
reputation scores of between users or between users and the
CR [53,55,56].

Very few works have been proposed for the collaborative spam
detection in a telecommunication and VoIP network. The existing
collaborative approaches are mainly based on the process of inter-
nal collaboration in the form of multistage systems [28,39,41,57].
In [39] authors present a collaborative multistage solution that
integrates feedback from multiple modules to decide about the
behavior of the caller. Systems like [28,41] require internal collabo-
ration among the black-list module, reputation module, statistical
and the user feedback module for the classification of the caller.
The bulk information about caller’s behavior resides in his home
network. In [58] authors propose a collaborative system that allows
receiving SP to access the quality of SPIT algorithm used by the
home SP of the caller, but this approach does not rate the caller.
SPACEDIVE [59] performs collaborative intrusion detection within
the VoIP network domains by correlating the local and remote
rules at the individual and across different components. A dis-
tributed cooperative detection method has been proposed in [60]
for identifying SPIT callers through collaboration between several
VoIP servers. The proposed approach did not discuss how feedback
from the collaborators is aggregated for the final status of the caller.
SDRS [57] provides different reaction mechanisms against SPIT
callers by having collaboration between various standalone SPIT
detection systems.
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Fig. 1. Building block of collaborative SPIT detection system.

3.4. Motivation

As discussed, stealthy spammers can easily evade the system by
making the low rate spam calls. However these spammers need to
reach a large number of recipients for the greater financial benefit,
thus distribute their calls to recipients of many SPs simultane-
ously or turn by turn. Therefore, observing call patterns of the
caller across many SPs in a collaborative way would minimize
the effect of stealthy spammers. The collaborative process brings
the challenge of privacy protection, and the trade-off between
the detection accuracy and the information shared during the
process of collaboration. As a first step towards the collaborative
detection, raw data or the social graph is exchanged among the
collaborators, but privacy concerns and trust issues limit SPs to
take part in this collaboration process, respectively. In order to
have a collaborative view of the caller, we need to have a system
that computes reputation of the caller without compromising the
privacy of collaborating SPs and their customers, yet achieving a
high detection accuracy with small communication overheads.

4. Collaborative SPIT detection system: the design

In this section, we present the design of COSDS system that
computes global reputation of the user by aggregating the scores
provided by the collaborating SP. It performs all operations with-
out requiring high communication overheads and without posing
any threat to the privacy of collaborators and their users. We
describe the system architecture of COSDS system in Section 4.1
and present a procedure to calculate the aggregated reputation in
Section 4.5. We introduce the procedure for calculating the classi-
fication threshold in Section 4.6. Later in Section 4.8 we describe
the design choices for the collaboration process.

4.1. System components

COSDS system consists of three main components as illustrated
in a Fig. 1: users, the collaborating SPs or VoIP operators, and the

CR. The user is the caller or the callee involved in the bidirectional
communication using services from the SP. The SP handles user’s
in-coming and out-going call request using signaling protocols
(SIP, H323, SS7 etc.), and records call transactions in a call detail
record (CDR) database. The SP has a local reputation system for
computing the reputation of callers using information from the call
records or explicitly asking callee for the feedback about the caller
recent called him. The core component of COSDS is a trusted CR
system that is responsible for computing the global reputation of
the caller by aggregating the local scores provided by the cooperat-
ing SPs. The CR is also responsible for computing the classification
threshold below which the caller is classified as a spammer, and
finally, update collaborating SPs with the global reputation score
and the classification result. The design choice of trusted CR and
use of non-sensitive aggregated scores ensures privacy protection
without consuming extensive resources.

4.2. Assumptions

We consider following call behavior assumptions in the design
of COSDS system: (1) people calling behavior can change over the
time (they add or remove links, have different calling behavior
with family and friends etc.) [61]; (2) the calling behavior of the
legitimate caller is different from the calling behavior of spammer,
(e.g. frequency and duration of interactions, number of unique
callees etc.) [16,37,62]; (3) the detection approach based on the
collaboration between SPs is likely to have a better detection
accuracy, and a small detection time than that of standalone sys-
tems [63,64].

Further, we also assume the following.We assume that a Caller-
REP reputation management system has been deployed in a SP for
computing the local reputation of callers, and SP is agreed on ex-
changing the local reputation scores to the trusted CR. Further, we
assume that spammers distribute their calls to recipients of differ-
ent SPs without overwhelming any single SP. For the anonymized
callers, the SP also agreed to provide the call-id of the caller. We
also assume that collaborating SP requires global reputation scores
and status of only those callers registered in other SPs.
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Fig. 2. SP’s level working of collaborative SPIT detection system.

4.3. Exchanging reports

The SP exchanges scores to the CR in the following format:
[Caller ID, Local Reputation Score, Trust for the SP]. The first argu-
ment is the unique identity of a caller (i.e. IP address or telephone
number), the second argument is the local reputation score of the
caller, the third argument is optional and represents trust value of
SP on others. We are using the telephone number as the calling
identity. Each exchange record is represented as the row and value
of reputation score is normalized between0 and1. The CR responds
back SP with the global reputation score in the following format:
[Caller ID, Global Reputation Score, Decision]. The global reputa-
tion is the aggregated reputation of the caller, and the decision is
the classification result (spammer or non-spammer).

4.4. Work-flow of collaborative system

Fig. 2 illustrates SP’s reactions for the call request it receives
from the caller. Upon receiving the call request, the SP first check
the trustworthiness of caller using its own local reputation table.
If a caller is blacklisted then the SP immediately block the caller,
and if the caller is not blacklisted then the SP allows the caller
to pass through the network. After the conversation ends, the SP
updates the local reputation of a caller, sends this score to the
CR for the updated global view in next aggregation cycle. The CR
computes the global reputation of the caller for the aggregation
cycle considering new scores and responds SPs with the global
reputation score and the classification result. The SP then update
its database using classification recommendation from CR or uses
global reputation scores in combination with local social and call
features of a caller.

4.5. Global reputation of a caller

The global reputation of a caller is computed in two steps.
First, a SP computes local reputation of the caller and exchanges
it to the CR, and secondly, a CR computes global reputation by
performing a weighted aggregating on the LR score received from
several collaborating SPs.

In a service provider, the LR of the caller is computed in two
steps. First, a direct trust between a caller and the callee is com-
puted from the caller’s past call transactions with the callee, sec-
ondly, a local reputation of the caller is computed using modified

Algorithm 1 Global Reputation of Caller S At CR
1: procedure Aggregating Reputation of Caller S ()
2: INPUT: Trust Matrix TrustSR of Caller S With Callee Rwithin

the SP Using Eq. (1).
3: OUTPUT: Global Reputation GRS of the CallerS.
4: for for each SPs do
5: for for All User within the SP do
6: Initially GRS = 1/POS
7: Iterate until convergence
8: while δ < ϵ do
9: LRS ← TrustSR × GRS

10: GRS ← LR/∥LR∥
11: gr ← ∥LR∥
12: δ←

⏐⏐⏐ gr−grpreviousgr

⏐⏐⏐
13: grprevious ← gr
14: end while
15: end for
16: end for
17: Send the Local Reputation Scores [CallerID, LRS , Trust for SP]

to the CR.
18: for All caller S do
19: GRS =

∑N
SP=1 WSP×LRSPS

N
20: end for
21: Exchange of Global Reputation GRS of a caller to each Col-

laborating SP .
22: end procedure

Eigen Trust algorithm [5]. The direct trust can be computed either
in an intrusive way—asking callee for the explicit feedback [15,40]
of caller behavior with him, or computed in a non-intrusive way—
using the average call duration information from the CDR [4,37].
The former approaches require feedback from callee and changes
in the handset, whereas the later approaches would allow spam-
mers that had only a few good duration out-going calls out of
a large number of called recipients. The collective use of several
features in a non-intrusive waywould better characterize the trust
relationship between caller and the callee. In a combined approach,
a direct trust between the caller and the callee is computed by
collectively considering three features: the number of in-coming
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and out-going calls between the caller and the callee, the call
duration of calls made and received between the caller and the
callee, and the number of unique callees of the caller [5]. These
features have been considered because of the fact that legitimate
and spam caller exhibits different calling behavior. The legitimate
caller usually has a long duration, bi-directional repetitive calling
behavior with his friends and familymembers has a small duration
bidirectional calls with only a very few callees, and a very small
number of unique callees. On the other hand, the spammer or the
advertiser usually targets a large number of callees, that normally
results in a short duration calls to a large number of callees. This
unbalanced calling behavior would result in a small direct trust
score for the spammer, a high trust score for the legitimate caller.
In a service provider SP , the direct trust TrustSPSR between a caller S
and the callee R is computed by using Eq. (1).

TrustSPSR =
CDSP

SR × Call RateSPSR + CDSP
RS × Call RateSPRS

POSP
S

(1)

In Eq. (1), CD is the call duration between a caller and the callee
in a specific time interval, Call − Rate is a calls frequency made
between the caller and the callee in a specific time interval, and PO
is the out-degree of the caller. The trust of all callers is represented
as the sparse trust matrix of dimensions N×N , where N is the total
number of users within the SP. If there is no interaction between
the caller and the callee then TrustSPSR is set to be zero. The direct
trust between the caller and the callee is asymmetric as the caller
and the callee might have different number of callees.

Finally, the SP applies modified Eigen Trust algorithm to the
direct trustmatrix to compute the local reputation score. The direct
trust are normalized as following: TrustSPSR = TrustSPSR /

∑
TrustSPS .

The caller’s reputation in the SP is represented as LRSP
SR , and is

computed iteratively by multiplying trust scores with the local
reputation scores (LRSP

S = TrustSPSR × GRS). Where GRS represents
the global reputation of the caller after the collaboration. Initially,
the GRS of a caller is set equal to 1/POSP

S [5]. The computation of
local reputation of a caller is an iterative process, and is continued
until the average relative error between δ is less than ϵ as shown
in algorithm 1(lines 8–16). On each aggregation cycle, the SP sends
local reputation LRSP

S of a caller to the CR, and receives the aggre-
gated global reputation GRS of the caller from the CR.

The trusted CR computes global reputation of a caller using
weighted average algorithm as represented in a Eq. (2).

GRS =

∑N
O=1 WSP × LRSP

S

N
(2)

In Eq. (2),N is the total number of SP participating in the collabora-
tion, WSP is the trust score of SP sending calls to reporting SP, and
LRSP

S is the local reputation of the caller in a SP.
The weighted average aggregation allows CR to give a different

importance to the different collaborating SPs. The weighted aggre-
gation minimizes the effect made by SPs deliberately supporting
spammers for an extra financial benefit. The lower the local rep-
utation of the caller in several SPs, the lower would be his global
reputation—despite the caller is having the trustworthy reputation
in only one SP. In other words, if the majority of SPs assign small
reputation value to the caller S then the caller S’s global reputation
would bend towards the reputation of S in the majority of SPs. The
call-receiving SP assigns weights to the other SPs on the basis of
the fraction of callers classified as a spammer to the total number
of calls coming from the SP.

Wij = 1−
No.of Callers from SPji identified as spammers

Total No. of Unique Callers from SPji
(3)

In Eq. (3),SPi receives calls from SPj and Wij is the trust weight
of SPi for the SPj.

The computation of the global reputation is not resource inten-
sive. In COSDS, convergence is performed locally. The SPs receive
global reputation of the caller in two transmission cycles: one
transmission cycle for exchanging local reputation to the CR, and
one cycle for receiving the global reputation from the CR. The
communication overhead of COSDS is much less than the com-
munication overhead required for computing global reputation by
having a collaboration in a distributed way [65–67]. COSDS is also
independent of the number of pre-trusted users, and the traffic
overhead remains constant regardless of the out-degree of the user
and number of collaborators.

4.6. Detection of SPIT caller

The CR maintains a vector of global reputation score of each
caller, and has a value between 0 and 1. We now describe the pro-
cedure for determining the classification threshold value T below
which the caller is considered as a spammer. There can be two
methods for the classification threshold: (1) a fixed threshold—that
is estimated based on TP or FP tolerance policy of SP; and, (2) a
dynamic threshold—estimated from the current and past calling
behavior of callers. The choice of a fixed threshold is straightfor-
ward, but it does not necessarily represent the dynamic calling
behavior of callers, and the dynamic threshold requires analysis of
the present and past behavior of all callers.

The design of COSDS expects that callers with the small global
reputation score are likelier to be considered as spammers, and
callers with a high global reputation score are likelier to be the
legitimate callers. The spam callers usually have the similar call
pattern and almost similar global reputation, small reputation
scores, and their reputation is much different from the global rep-
utation scores of the legitimate callers. In addition, the SPmay also
require blocking the top spamming identities because of revenue.
Considering these facts, the COSDS system adopted the percentile-
based dynamic threshold method for the classification threshold.
The procedure for classifying a caller as spammer or non-spammer
is presented in algorithm 2. In algorithm 2, the 25th percentile
of GR (global reputation vector) is computed first, and then the
meanm of the global reputation score of all callers below the 25th
percentile is used as a final threshold T . The caller can be classified
as legitimate 1 or non-legitimate−1 based on the following rule:

CallerS =
{
Spammers if GRS < β × T
non− Spammers if GRS > β × T

The spammer normally increases his number of callees over the
time, and it might be possible that he bypass COSDS defense on a
first aggregation cycle, but over the time or after a number of iter-
ations he would not be able to by-pass the detection system. The
FP rate (non-spammer classified as a spammer) of COSDS system
under high spamming rate is almost zero. This would maximize
the profit of SP by not blocking the legitimate callers. The 25th
percentile threshold would not provide optimum detection when
the percentage of spammer exceeds 30 percent. A small adjust-
ment in the threshold could improve the detection performance.
In order to maximize the true positive and true negative rates,
a SP’s parameter β (greater or less than 1) is defined along with
the threshold T . Alternatively, classification can also be performed
using supervised and unsupervised machine learning techniques.
However, the challenges in such classification are the initial la-
beling of reputation vector and deciding the number of clusters.
The problem can be solved by initially labeling some of the callers
manually or clustering them during first aggregation cycle, and
thenusing this information for classification andupdating of labels.
Further, the classification process requires manual input from the
SP, and the initial clustering requires the analysis of behavior of
callers in spammer and non-spammer clusters, respectively.
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Finally, the CR responds SP with a global reputation vector
and its classification decision. The SP can either accept the CR
recommendation or use the recommendation along with caller
local calling behavior. For example, using local features such as the
inter-arrival time of the call request, and the call rate along with
the global reputation for the final classification. The SP can also ask
the callee by sending him the recommendation as the part of call
request message, and the callee then decides whether to accept or
reject the call.

Algorithm 2 Detecting Spammer and Updating Service provider
Trust
1: procedure SPIT Caller ()
2: INPUT: Reputation GRS and threshold β

3: SP−defined parameter ← β (β = 1 if SP has no preference)
4: m = 1st − quartile(GRS)
5: T ← mean(GR < m)
6: for All caller S do
7: if (GR[S]<β× T ) then
8: Caller S is Spammer
9: else

10: Caller S is non-Spammer
11: end if
12: end for
13: Update Weights of SP using Eq. (3)
14: end procedure

4.7. Communication overheads

The communication overheads between a collaborator and the
CR depends on the amount of information exchanged between
them. In COSDS, the SP stores and exchanges LR of his users to
the CR, that requires only 22 bytes for a one user (14 Bytes for
the Caller-Id and 8 Bytes for the Reputation score). The CR com-
putes GR, makes the decision, and exchanges the result to the
collaborating SP, this requires 23 bytes (14 bytes for the Caller-
ID, 8 Bytes for the Global Reputation, and 1 Byte for the decision).
The overall communication overhead required for sending scores
to CR is n ∗ 22 Bytes (where n is the total number of users in
a SP) and communication overhead requires for responding the
collaborating SP is k ∗ 23 Bytes per SP (where k is a total number
of users from all SP). The exchange of CDRs and direct trust scores
require high communication and memory overheads because of a
large amount of data.

4.8. Design options for information summarization and collaboration

The service provider holds different types of call data that can
be used in a variety of ways. One such data is the Call Detail
Record (CDR) database that records calling history of the caller. It
contains a diverse set of information including caller–callee unique
identifiers, IP addresses of the caller and the callee, duration and
time of a call, and call status (successful, failed, busy), and ismainly
used for billing and network management. The CDRs can be used
for characterizing the social behavior of users. In this section, we
discuss three design options that collaborators can use for the col-
laboration. The major challenge is to achieve a trade-off between
privacy, detection accuracy and communication overhead. The
trade-off between accuracy and privacy can be achieved through
following design options: (1) design having no privacy protection,
(2) design having partial privacy protection, and (3) design having
absolute privacy protection.

In a first design option, the SP exchanges the call records con-
taining caller–callee identities, call duration, and call time to the

CR. The CR aggregates CDRs from all collaborating SPs, and com-
putes global reputation of the caller using Caller-REP approach.
Although the trusted CR guarantees protection of sensitive infor-
mation provided by SPs but curious CR and intruder at CR would
still learn the real identity and relationship network of callers. This
design option may provide better detection accuracy because of
the availability of complete information about the behavior of the
caller, but has privacy leakage, and requires extensive communi-
cation overheads. Further, this collaboration process also increases
the computation load on the CR because of processing of millions
of call records from each collaborating SP.

In a second design option, the SP sends caller–callee direct
trust scores to the CR. In this case, the SP computes direct trust
between the caller and the callee using Eq. (1), and sends the
normalized trust matrix to the CR. The CR then performs three
functions: aggregates the direct trust scores of callers from differ-
ent sources, computes the global reputation of callers, and finally
classifies them as spammers or non-spammers using approach [5]
and algorithm2. This design option hides end-user critical personal
information such as call-rate and call duration, but it still provides
relationship network information and trust score of callers on their
callees.

In a third design option, the SP locally computes the reputation
of a caller and exchanges these reputation scores to the CR. The CR
then computes global reputation of the caller by aggregating local
reputation scores and classifies them. The exchange of reputation
scores cannot be used to recreate the social and calling network of
the caller. This approach not only ensures privacy of users and their
service providers but also has small communication overhead and
computational load.

Generally, protecting the privacy of the end user has the fol-
lowing perspectives: data privacy where no entity is able to learn
the personal information such as the name or age of the user; and
secondly, calling network privacy, where no entity can learn the
social network and calling behavior of users. In first and second
design option, neither data privacy nor network privacy is pro-
tected; however, in a third option, both are protected from the
breach. In COSDS, the privacy of the caller is well protected and
cannot be misused to infer any information about users. Further,
the exchange of the single reputation score also convinces SPs to
have collaboration.

5. Discussion on the privacy protection

SP needs to protect privacy of his customers in two aspects:
(1) Protection of user’s pseudonymized Identity: preventing the
adversary having some auxiliary (AUX) information to find the
anonymized identity of his target; and, (2) Social Relationship Net-
work Protection: the existence and strength of social relationship
between the target user and his friends should not be learned by
the adversary.

5.1. Adversary model and the privacy breach

We assume that users are not intrusive, and SPs are not mis-
using recorded CDRs. We consider the honest but curious model,
i.e. the CR performs its functionality honestly, but adversary at CR
or CR itself tries to infer the relationship network of the user. The
adversary has some auxiliary information about the target user,
whichmay include time of few calls, a call duration of few calls, and
the call rate. The objective of the adversary is to use this auxiliary
information to infer social relationships of the target user in a
specific SP. We assume that the communication between CR and
collaborating SPs is secure. The Probability that an adversary can
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breach the privacy, and gets true records given AUX information is
presented as:

Pr(PrivacyBreach|AUX) =
{
1/X ; if X > 0
0 ; if X = 0

(4)

Where X is a number of users returned for the AUX information.

5.2. Privacy protection at SP

The SP processes CDRs for the computation of the LR score. The
adversary has following auxiliary information and tries to break
privacy of user during the computation of LR at SP.

AUX1: An adversary knows call related information of the target
user, and wants to find an anonymized identity of the target
user. For example, an adversary knows target user called some
known person at 11:20 am.

AUX2: An adversary knows out-degree of the target user along
with AUX1. For example, an adversary knows call times of calls
made by the target user, and a number of friends of the target
user.

AUX3: An adversary knows the calling behavior of target user
along with AUX1 and AUX2. For example, an adversary knows
call rate and call duration of the target user’s few calls, and
wants to learn the complete relationship network of the target
user.

COSDS protects the privacy of the user within the SP by setting the
following best practices. (1) The SP shall protect users records from
the unauthorized access using strong authentication processes,
(2) The SP shall provide an opt-op option to the subscriber if his
out-degree is small, and (3) The SP shall pseudonymized identity
of the user for further reducing the risk of misuse of the data.
Pseudonymized identities can provide one level of protection, but
adversary can still find the pseudonymized identity of the target by
using single AUXor correlatingmultiple AUX.Weuse the following
mechanism for the CDR anonymization at the SP:

P1: We strip the minutes and seconds information from the date
and call time of the CDR record. By doing this, the probability of
inferring the pseudonymized identity is extremely very small
for the AUX1.

P2: The out-degree of the users in the CDR is k-anonymized.
For users having unique out-degree, the random noisy user
can be generated which has the same out-degree but with
different pseudo identity. This k-anonymization would affect
the detection accuracy but provides privacy protection for the
AUX2.

The adversary knows AUX1 of his target subscriber; for example,
adversary learns from media that presidents of two countries talk
to each other for some duration on some specific time. In this case,
the adversary wants to learn pseudo identities associated with
both presidents. The adversary can possibly find a small candidate-
set if time information in the CDR is not properly anonymized,
and by correlatingmore information adversary can find the correct
identities of both presidents. However, in our scheme, striping
minutes and seconds minimizes the risk of de-identification. In
some scenario, the adversary canmake some calls to the target user
with the intentions to use this information for inferring friends of
the target user. Similarly, like above case, the adversary knows call
duration and call time of all his calls to the target subscriber. If
timing information is not anonymized then the adversary can learn
the target’s pseudonymized identities, and so his friendship net-
work. The adversary can also correlate multiple AUX to reduce the
size of the candidate set. However, our proposed anonymization
approach significantly reduces the risk but adversary can breach
privacy bymaking some large number of bi-directional linkswhich
are normally not under his control.

5.3. Privacy protection at CR

The CR computes GR of users by aggregating the statistical
information it received from the collaborating SP. The trusted CR
ensures that provided information would not be misused and per-
form operations correctly, but it still has the possibility of privacy
breach attack by the adversary. The exchange of reputation scores
to the trusted CR is not revealing any information that might
be used to infer the relationship network of users. However, in
some circumstances, adversary or other SP can try to infer some
information about the target by correlating local and global view of
the user. In this scenarios, the SP can itself become adversary and
wants to learn relationship network of target belonging to other SP
from the received GR, and locally recorded CDR of the target. The
adversary has the following AUX information at CR:

AUX4: The adversary knows LR of the target user and partial in-
formation about target user relationship network. Furthermore,
the adversary also knows that target user only interacts with
highly reputed subscribers or subscribers having similar repu-
tation scores. The goal of the adversary is to predict possible
relationship network of the target user in a target SP.

The exchange of single reputation score protects privacy protection
against AUX 1, 2 and 3 ; however, the adversary SP can make a
partial guess about relationship network of the target subscriber
given AUX 4 but the probability of breach is extremely very small.
The computational cost for such attack is also very high.

6. Experimental methodology

In this section, we present the methodology for creating the
synthetic data and evaluation metric used to evaluate the perfor-
mance of COSDS.

6.1. Synthetic dataset and methodology

Wevalidated accuracy and correctness of our systemusing syn-
thetic dataset that has been generated by simulating the realistic
calling behavior of spammers and non-spammers. Fig. 3 illustrates
our simulation model. The calling behavior of the user is modeled
using fundamental call parameters that are call-rate, call duration,
and a number of unique callees of the user. We considered learned
distribution for these three call parameters for the legitimate and
SPIT callers, respectively. Legitimate callers normally have high
duration callswith a large number of their recipients;whereas SPIT
callers have a large number of short duration calls [37,62] with the
majority of them. SPIT callers typically do not call same recipients,
again and again, this behavior is different from normal callers who
exhibits repetitive calling behavior [62]. Finally, SPIT callers target
a large number of recipients thus exhibit high out-degree, which
is different from the normal callers, which has a small number of
unique callees.

We generated the legitimate caller as following: (1) a power-
law out-degree distribution is considered for generating the out-
degree of the caller with the average out-degree of 10 [68,69]; (2)
an exponential distribution with the average call duration of 360 s
is used for the call duration [70], and (3) a Poisson distribution
with mean value of 5 calls per day is used for the call rate. For
generating spammers, we used the following configurations. The
call duration of the spammer follows an exponential distribution
but with the average duration of 90 s towards few callees, and the
average duration of 40 s with a large number of callees [37,62], the
out-degree of the spammer is randomly chosen between 500 and
2000 unique callees and the average call rate is 1.5.

The calls are distributed among all 5-service providers (70%
calls made by legitimate users to users registered on the same
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Fig. 3. Collaborative simulation model.

(a) 5% spammer. (b) 10% spammer. (c) 20% spammer. (d) 30% spammer.

Fig. 4. Detection rate of COSDS for SP trust=1 and β threshold=1.

Table 1
Confusion matrix.

Predicted/Actual Spam Not-spam

Spam True positive (TP) False positive (FP)
Not-spam False negative (FN) True negative (TN)

network while remaining 30% are equally distributed among other
service providers). The number of legitimate users is fixed (50K) in
each SP and the number of spammers varies from 5% to 30%. Each
collaborating SP computes reputation score and reports the score
to CR on daily basis. We repeated experiments for 10 times and
reported average and standard deviation results.

6.2. Evaluation metrics

We used the following information retrieval performance met-
ric to evaluate the performance of proposed approach: the detec-
tion or TP rate (TPR), the FP rate (FPR) and the detection accuracy
(ACC). The detection rate or TPR is the average of a number of spam
callers correctly identified as spam callers to the total number of
spammers. The FPR is defined as the average of a total number
of legitimate callers incorrectly classified as a spammer to the
total number of legitimate callers. The evaluation metrics can be
explained through the confusion matrix illustrated in a Table 1.
The TPR, FPR and accuracy is computed as TPR= TP/(TP+FN), FPR
= FP/(TN+FP) and ACC=(TP+TN)/(TP+TN+FN+FP).

7. Performance evaluation

In this section, we provide performance results of COSDS and
compare it with the Caller-REP and the Call-Rank system. We
also compare its performance to two other collaboration options
i.e. exchange of CDRs and direct trust scores to CR.

7.1. Detection rate

We evaluate the detection rate of COSDS system for three pa-
rameters: detection rate over the time, detection rate when the
number of spammers varies from5% to 30%, the detection ratewith
a different number of collaborators. Fig. 4 shows the detection rate
of COSDSwhen the number of spammers varies from5% to 30% and
the number of collaborators varies from 2 to 5. We observe that
COSDS shows effective resistance against spammers and blocks
around 99% spammers within 3 days. Specifically, on a first day,
COSDS manages to block 80% of spammers, that increases further
to 100% detectionwith the time regardless of the number of spam-
mers in the network. On the other hand, the non-collaborative sys-
tems show a slow resistance against stealthy spammers, that still
allows these spammers even after 5 days. Specifically, standalone
systems show effective resistance when the number of spammers
is small (block 97% spammers in 5 days).

The improved performance of COSDS is attributed to the col-
laboration among SPs and method used for computing local rep-
utation of the caller. The TPR of COSDS increases by a certain
percentage with the number of collaborators as shown in a Fig. 4.
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(a) 5% spammer. (b) 10% spammer. (c) 20% spammer. (d) 30% spammer.

Fig. 5. False positive rate of COSDS for SP trust=1 and β threshold=1.

Our results show that 4 SPs are enough for blocking above 98% of
SPIT caller regardless of spamming rate. The collaborationwith the
exchange of reputation scoresmay result in a loss of some informa-
tion about the behavior of the caller, but it still provides optimum
detection rate as compared to a system having collaboration with
CDR and trust score.

From Fig. 4, we also observe that Call-Rank has a degraded
detection rate at the SP level compared to Caller-REP system. How-
ever, both Call-Rank and Caller-REP has worst detection capability
when compared to the COSDS system. We attribute detection rate
of both to the following. Call-Rank computes reputation of the
caller using only one feature i.e. average call duration which can
be easily evaded by spammers by managing a small number of
long duration calls within his circle. On the other hand, Caller-REP
utilizes three features collectively for computing reputation and
are difficult to be evaded by the spammer.

7.2. False alarms

Although TPR is the key performance measure for evaluating
the performance of any SPIT detection system, however, it should
have ideally zero FPR. The false classification of the legitimate
caller as the spammer not only annoys legitimate callers but it
also results in a revenue loss for the SP because of blocking of
legitimate callers. Fig. 5 represents the FPR of COSDS for different
percentages of spammers and collaborators. COSDS achieves small
FPR as compared to standalone systems. Particularly, it has 0% FPR
in 3 days as compared to the non-collaborative approach which
still has a high FPR even after 5 days shown in a Fig. 5. Similar
to TPR, the FPR rate decreases with the number of collaborators.
COSDSwith five collaborators achieves a FPR of less than 5% during
first three days for any percentage of spammers. Specifically, in
a network with a small percentage of spammers such as 5% and
10%, COSDS misclassifies a large number of legitimate callers as
spammers during first few days, and then have less than 5% FPR
rate within 3 days shown in Fig. 5(a) and 5(b). Under a high
spamming rate COSDSmanages to have almost zero FP rate within
2 days shown in Fig. 5(c) and 5(d). The FP rate of non-collaborative
approach and Call-Rank is not acceptable as both have FPR greater
than 5% even after 5 days. Although COSDS only uses reputation
scores from SP for global reputation and decision, other behavioral
features can also be used to minimize the FP rate. One such feature
is the out-degree of the caller because a small out-degree or a
small number of calls in a defined timewindowdo not characterize
that caller is a spammer. The FP rate can also be minimized by
using a fixed threshold β defined by the SPs according to their
requirements. The FPR of COSDS and collaborationwith the Direct-
CDR are almost same.

7.3. Detection accuracy

The detection accuracy is the proportion of true identification
(both true positives and true negatives) to the total number of
callers (either spammer or legitimate). It characterizes system’s
capability of making the correct decision about callers. Under a
small spamming rate, the COSDS approach misses a significant
number of spammers and considerably blocks a high number of
legitimate callers. However, under a high spamming rate, COSDS
effectively detectsmost of spammerswith a small FPR. Fig. 6 shows
the accuracy of COSDS and other approaches when the number of
spammers varies from 5% to 30%. Our experimental results show
that the accuracy of the COSDS with five collaborator reaches to
100% in 4 days for any spamming rate which is much better than
the non-collaborative system as shown in a Fig. 6. Specifically,
we observe that COSDS reaches an overall accuracy of 99% in 5
days when the number of spammers is small (<10%), and reaches
to the overall accuracy of 99% in three days when a number of
spammers are high (>10%). This is due to the fact that at a small
spamming rate COSDS misclassifies many legitimate callers as a
spammers i.e. about 7% in three days, but FPR goes to less than
2% in 5 days. CDR based collaboration indicates a high detection
accuracy than the COSDS approach. The detection accuracy can
also be improved by incorporating other social network features
(out-degree, clustering coefficient) along with the global and local
reputation scores.

7.4. Privacy and system performance

The TPR increases and FPR decrease with the amount of infor-
mation that is being exchanged for the collaboration. However,
revealing a large amount of information (e.g call record data)
would not only pose threat to the privacy of users but also require
high communication overheads. Fig. 7 shows the TPR, the FPR and
the accuracy of COSDS system and other design options that can be
used for the collaboration. The results are shown for 30% spammers
and for the 5 collaborators. The detection accuracy is opposite to
that of privacy. If SP requires a complete privacy protection of their
users then theywould not collaboratewith other SPs, and performs
local detection only. This is similar to the standalone spam de-
tection that has an absolute privacy protection but poor detection
accuracy.We considered three different collaborativemechanisms
in our experiments: (1) Collaboration with the complete CDRs; (2)
Collaboration with the exchange direct trust scores of callers with
their callees; and (3) collaboration with the exchange of reputa-
tion score of callers. The CDR based collaboration achieves best
detection accuracy but at the cost of privacy and system resources.
The direct trust-based collaboration though hides some sensitive
information (time of call and duration), but it would not hide
the social network of the caller. This approach achieves 100% TPR
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(a) 5% spammer. (b) 10% spammer. (c) 20% spammer. (d) 30% spammer.

Fig. 6. Detection accuracy for COSDS and non-collaborative system for SP trust=1 and β threshold=1.

(a) True positive rate. (b) False positive rate. (c) Accuracy.

Fig. 7. Privacy and true-positive, false positive and accuracy trade-off for different collaboration methods. The data for these plots has been taken from Figs. 4–6.

(a) True positive rate. (b) False positive rate. (c) ROC curve.

Fig. 8. The effect of threshold β for TP and FP Rates for 5 collaborators and for First Day.

and zero FPR in 3 days, but relationship privacy is not protected.
In comparison to first two approaches, COSDS not only protect
privacy but also achieves comparable detection accuracy over the
time.

7.5. Effect of threshold on performance

Earlier, we have discussed the performance of COSDS results for
the threshold based on 25th percentile. Now we discuss the effect
when the threshold is used alongwith theβ parameter. The service
provider set threshold value β according to his own requirements.
The optimal choice for the β parameter depends on the relative
trade-off between the TPR and the FPR. The major challenge to
choose such value for β value that would incur a small FPR and
a high TPR. The TPR and FPR of COSDS for the different β values are
shown in a Fig. 8(a) and 8(b). The number of spammers varies from
as low 5% to as high 70%. It can be seen from Fig. 8(a) that COSDS
does not have high TPR when the β value is small. Specifically, in a

network with more than 30% spammers, it shows poor resistance
against spammers but provides better FPR as shown in Fig. 8(b).
The choice of high β value could improve the TPR to 100% for any
spamming rate, but it would relatively has high FPR for a network
having spammers less than 10%. The FPR could be improved by
using β value along with the number of unique callees of the
caller. We recommend that β value should be between 2 and 3,
should be used in conjunction with the number of unique callees
of the subscriber. The trade-off between TPR and FPR for varying
thresholds is shown in a Fig. 8(c). It can be seen from Fig. 8(c)
that TPR of COSDS increases with the increase in FPR, that then
increases to 100% TPR with relatively a small FPR.

7.6. Resilience against different spam calling behaviors

In a real network scenario, it is possible that spammers have
different calling behaviors. In this simulation setup, we evaluate
the performance of COSDS system for three types of callers [37]. (1)
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(a) True positive rate. (b) False positive rate.

Fig. 9. System behavior against spammers having high out-degree and high dura-
tion calls .

(a) True positive rate. (b) False positive rate.

Fig. 10. System behavior against spammers having small out-degree and small
duration calls.

(a) True positive rate. (b) False positive rate.

Fig. 11. System behavior against spammers having small out-degree and long
duration calls.

callers calling a large number of unique callees, all their successful
calls have a good call duration, but callers do not receive calls
from their callees. This would be a representative behavior of
telemarketers and prank callers because of their high out-degree.
(2) Callers calling a small number of callees per day, having only
a few good duration calls, and also not receiving any call from the
callees. These callers always try to call a limited number of new
callees within a specific time. This characterizes the behavior of
intelligent spammers. (3) Callers calling a small number of callees
per day, and also manage to have high duration calls with many of
them. This characterizes the behavior of caller where user wishes
to interact with certain spammers marketing products callees
like.

In the first experiment of this series, we generated the datawith
the following settings. The experiment setup consists of 15000
spammers, and 50000 legitimate callers equally distributed across

five SPs. Each spam caller randomly chooses a callee and calls to
50% of the total number of callees in a SP. The average call duration
of the caller varies from 180 s to 400 s with the average call
duration of 220 s. The legitimate callers in this experiment follow
the same distribution as provided in Section 6. The FPR and TPR
of COSDS (collaboration with 3, 4 and 5 collaborators) are shown
in Fig. 8(a) and 8(b). The FPR in this condition decreases with the
number of collaborators and five collaborators are enough to have
a FPR rate less than 0.5%. COSDS achieves a TPR of above 95% in six
days much later than what it able to achieve with spammer model
defined in Section 6. This is because of the long duration calls of the
spammer to a large number of callees. Despite havinghighduration
calls to a large number of callees, these callers are still identified
as a spammer because of their high out-degree and non-repetitive
calling behavior.

In the second experiment of this series, we simulated the user
data with the following settings. The spammer controls his out-
degree and calls only 15–25 unique callees per day. The call dura-
tion varies from 90 s to 200 s with the average duration of 150 s.
The TPR and FPR rates of COSDS is shown in Fig. 10(a) and 10(b).
It is clear from figures that COSDS is able to block all spammers
in 4 days, that means controlling the out-degree per day would
not allow the spammer to evade the system for a long time. As
the caller increases his out-degree over time, its reputation starts
decreasing because of high degree and few incoming calls.

In the final experiment of this series,we simulated the datawith
the following parameters. The spammers only call 35–50 unique
callees per day, and the duration of each call is greater than 300 s,
with the average duration of 350 s. The TPR and FPR rate of COSDS
in this setup is shown in a Fig. 11(a) and 11(b). COSDS does not
show effective resistance on the first few days because of the fact
that call duration of spammer is almost same as the call duration
of legitimate users. However, COSDS blocks almost all spammers
after 6 days. The FPR rate in this scenario is also decreasing and
remains less than .5%.

From Figs. 9–11, it can be seen that non-collaborative systems
behave poorly in terms of the TPR and FPR for these types of
spammers. From Figs. 9–11, we also conclude that spammers
would be able to bypass the COSDS system for a relatively long
time by simply managing long duration calls without controlling
their number of callees, otherwise control out-degree to remain
undetected and have repetitive call behavior.

8. Conclusions

In this paper, we presented a COSDS, a collaborative system
that implies collaboration among telecommunication or VoIP SPs
for an effective and rapid identification of stealthy spammers. In
COSDS, the local reputation of a caller is computed by collectively
using a number of social network and call features, and the global
reputation is computed by aggregating the local reputation scores
reported by the collaborating SPs. COSDS provides strong privacy
protection to the collaborating SPs and their customers through
the exchange of a single non-sensitive summarized information to
the trusted CR. The SP, the trusted CR, and an adversary with some
background informationwould not be able to infer the relationship
network of users. The effectiveness of COSDS has been demon-
strated using realistic synthetic call detailed records. The perfor-
mance results show that COSDS outperforms non-collaborative
system in terms of detection accuracy and detection time. The
collaboration overheads increase with the number of users, and a
number of collaborating SPs, that proves COSDS is a light weighted
approach. As a part of future work, we are planning to investigate
the design of a secure protocol for the exchange of reputation
scores, a procedure for joining and leaving the CR, and combining
different reputation based SPIT detection approaches.
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