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Abstract Despite the majority of Virtual Reality (VR) applications not show-
ing the user’s avatar nor its movements, this self-representation has been shown
to make the difference in the user experience and, consequently, in the poten-
tial of VR applications. However, these solutions are often costly and complex.
With the widespread of VR in the consumer market, low-cost approaches are
beginning to appear, and it is of utmost importance to propose and evaluate
these low-cost approaches to enable consumers to get the most out of VR.

The main goal of this paper is to investigate the effect of having different
levels of control over the self-representation (defined by the number of track-
ing points available) and how the self-representation is done (full body avatar
or floating members) on the sense of presence and embodiment using low-
cost consumer technology. We compare different ways of self-representations
through floating members (hands vs. hands+feet) and by using a body (float-
ing members vs. full-body avatar), walking fidelity (static feet, simulated
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walking, real walking), and a number of tracking points used (head+hands,
head+hands+feet, head+hands+feet+waist).

Results showed that: floating hands alone were better than the combination
of hands and feet; simulated walking outperformed static feet and real walking;
the addition of waist tracking to feet, hand and head tracking significantly
improved embodiment scores; there were no differences between using floating
members and full-body avatar.

Keywords Virtual Reality · Embodiment · Presence · Body Tracking · Body
Representation

1 Introduction

The fast-paced evolution of Virtual Reality (VR) technologies has contributed
for its affordability, and consequently, to the widespread of immersive VR
systems based on head-mounted displays (HMD) which bring the first-person
point of view experience to a higher level. The main goal of a VR application
can be summed up to the transition from the real world to a virtual one where
users can interact as if they were there. This sense of “being there” is often
referred to as “presence” and it has been widely discussed in the literature
(please refer to Skarbez et al. (2017) for a comprehensive overview of presence
theorising). In this paper, we adopt Slater and Wilbur (1997) definition, which
states that presence depends on the capacity of the VR application to create
an illusion on the user to a level that makes them feel like actors in a VE
rather than operating on it from outside.

Following the rationale of developing a sense of presence when experienc-
ing VR, the cognitive process associated with “being there” triggers a mental
model of the virtual space where the location of the user’s own body is inferred
as also being in that same virtual space Biocca (1997). This sense of having a
virtual body and be able to control it inside the VR context is defined in the
literature as the sense of embodiment (hereinafter referred to as embodiment)
Kilteni et al. (2012). In this work we consider a self-representation through
avatar when the user is fully represented by a virtual humanoid body. Based
on a review over embodiment studies, Gonzalez-Franco and Peck (2018) identi-
fied six main components that elicit the embodiment illusion: body ownership
(the extent to which users feel the avatar as their own body), agency (the
degree to which users can move the parts or all of the virtual body), tactile
sensations (the extent that tactile/haptic stimulation enhance the embodiment
illusion), location of the body (the extent the virtual body is perceived as be-
ing at the same location as the real body), external appearance (how much
the avatar ressembles the individual), and response to external stimuli (the ex-
tent the individual feels their own body is threatened when facing dangerous
situations).

Self-representation triggers a feeling of self-identification with the virtual
body on users Slater and Wilbur (1997); Biocca (2014). The literature discusses
that there is a relationship between embodiment and presence in a VR context,
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suggesting that having a self-representation in a VE is a key contributor to
developing the sense of presence Slater et al. (2010). A well-known experimen-
tal study that shows the relationship between self-representation and presence
is Slater et al. (1995) where authors have evaluated the walking metaphor
(pointing vs. walk-in-place) using presence and, as an explanatory variable,
the association with the virtual body. The pointing metaphor was achieved
using a 3D mouse. The experiment consisted of having participants walking
on a virtual room to pick various objects and place them on a open travel
bag. Results have revealed that presence was increased with the more natu-
ral walking metaphor (walk-in-place). There was also a correlation between
the participant’s association with the virtual body and the reported sense of
presence. Usoh et al. (1999) have further extended this study by adding real-
walking using optical tracking, improving the visual fidelity of the models, and
by complementing the presence measurement with oral debriefing, thus gath-
ering feedback about the highlights of the experience, and breaks in presence
(the moment when users ”wake up” from the illusion of being in the virtual
world (Slater and Steed, 2000)). The study corroborated Slater’s Slater and
Wilbur (1997) findings that showed a strong correlation between presence and
the participant’s degree of association with the virtual body. Another obser-
vation highlighted by the authors was that real-walking has revealed to be a
compelling virtual experience where participants have expressed themselves
with positive reactions.

The impact of using self-representation in VE is not limited to presence,
as shown by Steed et al. (2016) which studied how having an avatar would
impact the cognitive load in immersive VR. In that study, the authors asked
the participants to memorise a pair of letters, perform a spatial rotation ex-
ercise (users had to rotate a 3D object mentally), and then recall the pair of
letters. The condition with self-avatar had two additional sub-conditions that
consisted of representing hand gestures or not. The self-avatar hand gestures
were achieved by using hand-tracking. Moreover, inverse kinematics (i. e. esti-
mating the movements of the body parts between the tracking points) based
on the hands’ positions was used to represent the movements of the arms.
Results have revealed that participants who had an avatar and were also al-
lowed to move their hands had significantly higher letter pair recall. Thus, the
authors concluded that an active self-representation by avatar could alleviate
the mental load of doing spatial rotation exercises, improving letter recall.

Having a self-representation can also bring benefits in other mental pro-
cesses such as distance perception, which that can influence decision-making.
In Ries et al. (2008), authors have investigated the effect of self-representation
on distance perception under two conditions: with avatar and without avatar.
The avatar was realistically represented by using a full-body optical tracking
apparatus where participants could view their movements properly replicated
in the VE. The study consisted of placing participants in a virtual hallway
and asking them to perform twenty blind walks between two virtual markers.
Results have revealed that the distance estimations were significantly better in
the condition with an avatar. McManus McManus et al. (2011) went beyond
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the effect of self-embodiment on distance perception by also considering ob-
ject interaction and locomotion. In addition to the avatar representation, the
study added to the equation an avatar’s pre-recorded animation. Results have
revealed that there were benefits on task performance when adopting both an
avatar and character animations.

More than a simple virtual body, self-representation realism can stimu-
late both presence and embodiment and take immersive VR applications to
another level as it can lead to improvements on different variables such as
task performance, distance perception, decision-making or virtual social inter-
action as described next. Lugrin Lugrin et al. (2015b) studied the impact of
self-representation realism (iconic vs. realistic representation) on presence and
user experience and the performance under different VEs (stressful vs. stress-
free) and different levels of visual realism of the scene (low polygon models
and plain colours as materials vs. high polygon models and photo-realistic
texturing). Results have revealed that presence was higher under the realistic
representation condition. In another study, LugrinLugrin et al. (2015a) evalu-
ated the impact of avatar realism in virtual body ownership in a virtual fitness
training context by using no avatar (two spheres), non-realistic avatar (a giant
warrior, a humanoid robot and a simplified humanoid) and realistic avatar
(male and female human adults). Participants were asked to touch the max-
imum number of cubes that appeared consecutively with their virtual hands
in front of a virtual mirror that replicated their movements through Microsoft
Kinect. Results have revealed that task performance increased towards the
avatars with a higher degree of resemblance with participants.

The impact of self-representation realism on embodiment and task perfor-
mance was further addressed by Argelaguet et al. (2016). In their study, they
investigated the impact of virtual hand representation (abstract - represented
by spheres vs iconic - robotic hand vs realistic) on embodiment (namely agency
and body ownership) and task performance. The experimental study consisted
of participants having to perform a pick-and-place task while avoiding obsta-
cles as well as to perform a potentially dangerous operation by placing their
virtual hands close to a virtual spinning saw. After each of the 33 participants
performed three trials, authors verified that the reported agency was similar
between the three conditions while for ownership the realistic hand condi-
tion revealed higher ratings. Despite the results, the authors recognised that
the agency results might have been affected by tracking issues since partici-
pants reported that when performing the tasks their hands were not precisely
tracked. As for task performance, results have revealed that, in the first trial,
the task performance was better on the realistic hand condition but at the end
of the third trial the performance was similar.

Lin et al. (2013) conducted a study to evaluate the impact of having a
matched avatar (gender and height) or no avatar in the decision-making pro-
cess based on distance judgement. In the experimental study, participants were
guided into an edge of a ledge and asked if they were able to step off the ledge
comfortably and without losing balance. Results have revealed that using a
matched avatar has played a positive role in the judgement of the situation.
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The impact of avatar realism was also studied by Latoschik et al. (2017). An
experimental study was conducted where participants had to go through two
phases: in the first phase participants were asked to step in front of a virtual
mirror and asked to perform a set of movements that were depicted in the self-
representation and reflected in the virtual mirror to induce the illusion of body
ownership. In the second phase, participants were asked to go to a specific spot
in the VE where they could see a virtual counterpart waving. Participants were
asked to repeat that same behaviour. Full-body tracking was achieved using
optical body tracking. The independent variable was composed of four levels
resulting from the combination of the gender-matched self-representation and
the realism of the virtual counterpart (wooden mannequin or realistic avatar).
Realistic self-representation increased the sense of virtual body ownership and
the appearance of a realistic counterpart had a positive effect on the self-
perception of the virtual body.

Due to the high plasticity of the human brain, the use of self-representation
can not only increase the self-identification but also shape how the user would
drive his behaviour and promote attitudinal or and behavioural changes (Yee
and Bailenson, 2007). An example of such is the study by Van Der Hoort
et al. (2011) that embodied users in a small virtual body and where it was
verified that they overestimate the size of objects. Another example is when
embodying users in a child’s body, users have revealed to have more childish
attitudes (Banakou et al., 2013; Tajadura-Jiménez et al., 2017).

More than attitudes, self-representation can also have an impact on cogni-
tive performance: Banakou et al. (2018) conducted a study where participants
were embodied with a virtual body strongly associated with high perform-
ing cognitive abilities (depicted by representing an Einstein-alike avatar) or a
normal virtual body. Results have revealed that when the embodied virtual
body was the Einstein body, participants performed better on cognitive tasks.
However, there are also studies which shows, depending on the context, how
the use of self-representation can bring no significant benefits. For instance,
in a gaming context, Lugrin et al. (2018) has studied the impact of different
levels of self-representation on virtual body ownership, game experience, game
performance, and physical engagement. Using an action-based game, the self-
representation was divided into three levels: none (no avatar body parts), low
(only hands and forearms), and medium (head, neck, trunk, forearms, and
hands). The self-representation was based on a genius figure (the lower body
was represented as a tail) and the tracking of head and hands was achieved with
the remotes of the HTC VIVE VR setup. Results have revealed that, unlike
in other VR contexts, increasing the level of self-representation did not have
a positive impact on the studied dependent variables. The authors point this
result to the fact that in action-based games the enemy awareness and control
efficiency creates an intense flow state (refer to Nakamura and Csikszentmi-
halyi (2009) for a description of flow theory) that reduces self-awareness, and
consequently, the impact of self-representation details. Nevertheless, authors
also point that lower body was not included in the study and further investi-
gation is required to extend these findings.
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Although a lot of studies have addressed the impact of different variables
associated with self-representation on user experience, the technological factor
is still a bit disregarded, especially when the goal is to represent full-body
movement in the VE. For achieving full-body tracking, as verified above, most
of the systems rely on optical tracking which implies costs that are not reason-
able for consumers. However, with the widespread of immersive VR systems,
it becomes important to ensure that there are alternative solutions that could
allow taking the most of VR technology at a consumer level on a variety of
application fields.

One proposal in this direction was put forward by Park and Jang (2019)
which has worked on the problems associated with the walk-in-place technique,
where walking in the VE is controlled by the user’s legs but that there is no
translation of those movements to their self-representation on the VE. This
lack of information originates a contradiction between the sensory data and
proprioception as there is no self-representation or the self-representation is
not synced with the user’s movements in the real world (e.g. left leg is moved
in the real world while in the VE this movement is associated to the right leg).
To overcome such, authors have proposed a method that makes use of inertial
sensors to enable full-body tracking and translate the real movements to the
avatar representation in the VE. A preliminary user study has revealed that
the proposed method increased the sense of presence.

Another contribution for achieving full-body tracking accessible to con-
sumers was made by Kilimann et al. (2018) that proposed a method that
allows the full-body tracking in VR applications using consumer equipment.
The method requires 6-DOF position and orientation trackers and the imple-
mentation example makes use of an HTC VIVE system where the HMD is
used for the head tracking, the two controllers are used to track the hands
and three additional VIVE trackers used to track each ankle and the lower
back. The method processes the tracking data jointly with inverse kinematics
to represent full-body movements. The method also encompasses a calibration
step that allows correcting the lengths of the joints as the humanoid rig has
different proportions from the user.

Although there are already low-cost proposals for full-body mimic in VR,
the evaluation work is lacking. The main goal of this paper is to investigate the
effect of having different levels of self-representation on the sense of presence
and embodiment using low-cost consumer technology by conducting a user
study. The different levels of self-representation vary in terms of visual self-
representation and movements replication. An additional contribution to the
literature is the proposal and evaluation of a method that, by taking advantage
of inverse kinematics, allows to deliver a self-representation with full-body
movement representation to the VE using only the typical VR setup based on
the HMD and a pair of controllers. The outcomes of this work will not only
provide a more detailed knowledge over the impact different low-cost self-
representation methods that allow body movement simulation, but also a new
method that simulates virtual body movement by simplifying the apparatus.
Such contribution to the literature will enable to make more informed decisions
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when designing or using VR applications where the sense of presence and
embodiment play a role. Consequently, it will allow developing more effective
VR applications for a wide area of application fields where VR is successfully
being adopted, such as motor rehabilitation, exposure therapy, training or
education.

2 Methodologies

This paper has a two-fold contribution: evaluate different sets of already ex-
isting self-representation approaches (varying both visual representation and
movements replication) as well as to present and include into the evaluation,
a new approach for movement replication in VEs. The evaluation is based
on an experimental cross-sectional study of comparative character adopting a
between-group design.

2.1 Variables

A total of six groups were created to conduct the experiment using a between-
group design. Each group is as follows:

– No avatar - Hands (H): Users can see their hands floating.
– No avatar - Hands and feet (HF): Same as H but users can also see

their feet, represented using floating boots.
– Three points (3P): Users are self-represented trough a full-body avatar.

Head and hands are controlled by the users, feet are static, and knees can
bend when users crouch.

– Three points with simulated walking (3PS): Same as 3P, but the feet
movement is done through animations to simulate walking.

– Five points (5P): Same as 3P, but users also have control over the avatar’s
feet.

– Six points (6P): Same as 5P, but users can also control the avatar’s waist
based on the torso movement.

The study was split into several studies, each one focusing on an individual
independent variable (IV). A description follows for each IV:

1. Floating members: Number of floating members visually represented,
with two levels: hands (H) vs. hands and feet (HF).

2. Walking fidelity: The fidelity of the walking animation while using an
avatar with three levels: no walking (3P) vs. simulated walking (3PS) vs.
real walking (5P).

3. Tracking points: The number of tracking points used to control the
avatar, with four levels: three points (3P), five points (5P) and six points
(6P).
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Fig. 1 Study layout depicting which conditions are analysed in each of the four studies.

4. Body representation: How the user is self-represented in the virtual
world, by using the same number of tracking points. There are two com-
parisons: floating members (HF) vs. five point tracking with avatar (5P),
both using 5 point tracking, and floating hands (H) vs. three point tracking
avatar (3P), both using 3 point tracking.

Please refer to Figure 1 for a better understanding of how the studies are
organized.

In the first study (1), we investigate the user representation using float-
ing members. We analyse whether the addition of feet alongside hands can
represent a benefit for presence and embodiment over hands alone.

In the second study (2), we focus on the walking fidelity. Following a con-
ventional VR setup, normally only the hands and head are tracked (3P con-
dition). Because feet are not tracked, both stay static, sliding over the floor
when users walk. In this study, we included a condition which simulates walk-
ing through pre-recorded animations while only using hands and head tracking
(3PS). In order to also compare the simulated walking with real walking, we
also included a condition that features tracking of the users’ feet in addition
to hands and head (5P). This study will allow us to understand if simulated
walking (3PS) is better than no walking (3P), and if it is worst than using real
feet movement (5P). In order to better isolate the variable being studied, 6P
condition was not included in this study because it also adds waist control.

The third study (3) aims to analyse the level of control the user has on
the full-body avatar. The level of control is represented through the number
of tracking points. The more the tracking points, the more control the users
have over their avatar, resulting in more realistic movements. Therefore we
compared three (3P), five (5P), and six (6P) tracking points. These conditions
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represent the control of head + hands, head + hands + feet, and head + hands
+ feet + waist, respectively.

The fourth study (4) investigates weather is better to have an avatar over
floating members. Such is done by comparing two pairs of conditions. In each
pair of conditions, the number of trackers is equal (same control over the self-
representation), changing only how the users are represented. For a situation
where only three trackers are available, we compare the condition H against
its equivalent 3P. In situations where five trackers are being used, we compare
the HF against its equivalent 5P.

A more detailed description of how the avatar is animated through the use
of inverse kinematics can be found in section 2.4. The considered dependent
variables are:

– Sense of presence and its subscales (spatial presence, involvement, ex-
perienced realism).

– Embodiment and its subscales (ownership, agency, tactile sensations, lo-
cation, appearance and response).

2.2 Sample

The sampling technique was based on a non-probabilistic method, being the
sample composed by 98 volunteers (53 male and 39 female) aged between 16
and 49 years (M = 22.970, S.D. = 4.855). All participants reported normal or
corrected-to-normal vision. Participants were randomly distributed between
the different experimental conditions (Table 1).

Table 1 Distribution of the participants per condition

H HF 3P 3PS 5P 6P
Participants 15 16 18 18 16 16

2.3 Materials

A computer with NVIDIA GeForce GTX 1080 graphics card and Intel Core
i7-7700K processor was used to run the experiences. A good application per-
formance (90fps) was achieved with the described hardware. Besides, this com-
puter was also responsible for managing all virtual reality equipment such as
helmet, controls, cameras, headphones and sensors. The HTC VIVE HMD was
used to allow the user to see the virtual environment and its controllers al-
lowed the user to interact with virtual objects. Also, both of them had built-in
sensors that were used to track the user’s head and hands, respectively. Also,
the HTC VIVE trackers were used, depending on the experimental condition,
to track the user’s waist and feet using the built-in sensors. Active noise can-
celling headphones were also used to remove additional noises and to deliver
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Fig. 2 The HTC vive HMD, controllers and trackers

the sound of the virtual environment. In Figure 2, it is possible to observe the
equipment the participants used.

Two virtual environments were developed using the Unity R© game engine.
The purpose of the first environment was to calibrate the trackers and the IK
system. Right after, the users would enter the second environment where they
had to complete a task. As can be seen in Figure 3, the two scenarios are simi-
lar. The first environment lacks some objects like the bed and suitcase to make
space for the calibration process. The environments were created to resemble
a wood cabin. Some elements were introduced that may cause danger to the
player, such as the fireplace and objects that fall from the shelves when they
are opened. There are several cabinets and closets scattered around the cabin
in which objects are hidden. A mirror is also present in both environments so
users can see themselves self-represented.

2.4 Tracking System / IK System

The IK algorithm used was the ”SAFullBodyIK”. The algorithm parameters
were fine-tuned to provide smoother and more correct movements.

Because there are participants with different heights, a resize would be
done to the avatar depending on the HMD height. Two avatars were created,
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Fig. 3 Top: Calibration environment. Bottom: Task environment

Fig. 4 Diagram describing the IK System input.

one male and one female (Figure 5) to allow better compatibility between male
and female participants.

A diagram describing the origin of the data fed to the IK system can be
found in Figure 4.
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Fig. 5 Male and Female avatars used depending on the gender of the user.

2.4.1 6 point tracking

The 6P is considered the best condition. With the tracking data of the head,
hands, waist and feet as inputs of the IK system, avatar movements are more
realistic and lifelike. Because there is a waist tracker, the avatar orientation,
as well as position, is calculated through that same tracker.

2.4.2 5 point tracking

In the condition 5P, the head, hands, and feet are tracked, but the waist is
not. The avatar waist is the ”center of mass” of the avatar, and controls the
avatar’s position and orientation. As such, the head orientation and position
were used to guide the avatar’s waist. However, some issues arise due to the
lack of waist tracking. The body yaw rotation would always be the same as the
head, so participants could not look around without their body also rotating.
When crouching, the body would not bend correctly.

2.4.3 3 point tracking

The 3 point tracking is considered the most basic tracking done with the
”standard” equipment of the HTC Vive (HMD and controllers). Similar to
5P, the waist position and orientation was controlled by head tracking. How-
ever, because there is no feet tracking, the avatar legs are static and ”slide”
throughout the floor when participants walk. However, legs do still bend when
participants crouch.

2.4.4 3 point tracking with simulated walking

The simulated walking condition (3PS), tries to overcome the issue of having
static legs of the 3P condition. In order to move the feet without trackers,
four feet animations were used: walk forward, backwards, strafe left and right.
Depending on the velocity and direction of the HMD, the correct type of an-
imation and it’s intensity would play. If the participant walked forwards and
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left at the same time (diagonally) a blend of the walk forward and strafe left
would play. If the participant would walk forward but slowly, the walk anima-
tion speed would scale down to the speed of the participant. The movement
from the feet animations would serve as input for the IK system. This way, if
the participants crouch while still walking, the knees would bend properly.

2.5 Instruments

The following questionnaires were used to collect data from the participant:

– Generic socio-demographic questionnaire: age and gender were asked
for purposes of sample characterisation;

– Igroup Presence Questionnaire - Portuguese Version (IPQp) Vasconcelos-
Raposo et al. (2016): presence questionnaire constituted by 14 questions
using a 5-point Likert scale. The questionnaire includes the subscales pres-
ence (overall feeling of being “there”), spatial presence (feeling of being
physically present in the VE), involvement (the attention given to the VE),
and experienced realism (subjective experience of realism in the VE);

– Embodiment questionnaire: a twenty-item Portuguese version of the
questionnaire proposed by Gonzalez-Franco and Peck (2018) achieved by
adopting the back-translation method Hambleton and Zenisky (2011) with
two Computer Science doctorates specialised in VR to ensure its psycho-
metric properties. In this work, we considered the following subscales: body
ownership ( the extent users sense the self-representation as being theirs);
agency (the extent users perceive the self-representation movements as be-
ing theirs and the level of control over it); tactile sensations (the extent
users perceive the touch of the self-representation as real); external ap-
pearance (how the self-representation resembles the user’s appearance);
response to external stimuli (how users respond to threats to their self-
representation).

2.6 Procedures

All experiments were conducted at MASSIVE Virtual Reality Laboratory, lo-
cated at the University of Trás-os-Montes e Alto Douro. The experimental
room has soundproof walls and doors, temperature control, light control as
well as air extraction allowing full control of external variables that could in-
fluence results. Before starting, participants completed the socio-demographic
questionnaire. Then the investigator explained the task to be performed dur-
ing the experiment, as well as the calibration process. A sheet containing this
information accompanied by an illustration was also given for the participant
to read.

Depending on the condition, participants could wear all the trackers (Fig-
ure 6) or only the HMD and controllers. Participants were equipped with the
help of a researcher.
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Fig. 6 Participant wearing all the tracking devices. 1-HMD for head tracking; 2- HTC
Vive tracker to track waist (situated in the participant’s back); 3-Controllers for interaction
and hand tracking; 4-HTC Vive trackers to track both feet.

After everything was up and running, the participant began the experience
in a dark virtual room with a message saying ”Please Wait”. A virtual arrow
is marked in the ground, indicating where the participants should position
and orient themselves. In this pre-calibration stage, the researcher selects the
condition and introduces the participant gender (so in the avatar conditions,
the gender would match the participants one). The participant is then virtually
transported to the calibration scene. Here the participant can see a transparent
avatar, in T-pose, in front of him, facing the room’s mirror. The user has to
step ”inside” this transparent avatar and put his/her head, hands and feet in
the same place as the avatars ones. At the extremities of the avatars members,
the user will see white spheres, serving as helpers to correctly position the
trackers. For the head calibration, the sphere will be at a certain distance in
front of the transparent avatar (in order for the user to be able to see the
sphere).

The calibration process is done by positioning the trackers (represented
by red cubes) inside white spheres (located at the extremities of the avatar
members) (Fig. 7). When in the right place, the sphere will turn green and
users must hold the tracker position for 3 seconds. This process can only be
done with one tracker at a time. After one tracker is calibrated, there is no
need to continue holding its position.

After all the points are calibrated, the transparent avatar is replaced with
the users’ self-representation. The participants can inspect their representa-
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Fig. 7 Calibration process. The user has to position the tracker represented with a red
cube (leftt image) inside the white sphere (right image) and hold it’s position for 3 seconds.

tion in the mirror. After 15 seconds, the participant is transported to the
second scenario. Here, the participant must complete the task of finding a
series of objects scattered around the environment and put them in a travel
bag. These objects were scattered throughout the environment, inside drawers
and cabinets, positioned at different heights. There was no time limit, and the
participants could take the time they wanted to explore and find the objects
(even though time was being recorded without their knowledge). Beyond the
predefined objects, the environment was made up of more interactable objects
that were not necessary to complete the task.

All the participants did the experiment without any information about
what was being evaluated.

Fig. 8 Means for each significantly different dependent variable between groups

3 Results

A preliminary analysis of the data was conducted to verify its normal distribu-
tion. From the analysis of the Presence and Embodiment data, it was verified
that the distribution was normal ( |Skewness| < 2 and |Kurtosis| < 2). We
identified seven outliers through visual inspection of boxplots, which were re-
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moved from the analysis (four removed in H, one in HF, one in 5P and one in
6P).

Descriptive data are express as mean ± standard deviation, unless stated
otherwise. Homogeneity of variances was assessed by Levene’s test. In ANOVA
analysis, if the assumption of homogeneity was violated, then a Welch’s ANOVA
would be performed instead. Descriptive statistics for every subscale and con-
dition can be visualised in Table 2 and 3. The means for each significantly
different dependent variable can be visualised in Figure 8.

3.1 Study 1 - Floating members

An independent-samples t-test was run to determine if there were differences
in presence and embodiment scores between the self-representation of the users
through hands alone (H) against hands and feet (HF).

The score of the subscale experienced realism was higher in the condition
H (3.546 ± 0.835) than HF (2.850 ± 0.778), with a statistically significant
difference of 0.695 (95% CI, 0.038 to 1.353), t(24) = 2.183, p = 0.039. For all
other dependent variables, no statistically significant differences were found.

3.2 Study 2 - Walking fidelity

An independent-samples t-test was run to determine if there were differences
in presence and embodiment scores when comparing walking simulation (3PS)
with no walking (3P) and walking simulation (3PS) with real walking (5P).
Bellow follows the significant differences found.

3.2.1 Simulated vs no walking

The score of the subscale appearance was higher in the condition 3PS (3.333±
2.870) than 3P (0.556 ± 3.884), with a statistically significant difference of
2.778 (95%CI, 0.465 to 5.090), t(34) = 2.440, p = 0.020.

3.2.2 Simulated vs real walking

The score of the subscale tactile sensations was higher in the condition 3PS
(0.833 ± 1.948) than 5P (−0.667 ± 1.952), with a statistically significant dif-
ference of 1.500 (95%CI, 0.110 to 2.890), t(31) = 2.201, p = 0.035.

3.3 Study 3 - Tracking points

An ANOVA was run to determine if there were differences in presence and
embodiment scores between a different number of tracking points (3P, 5P,
and 6P). Response and Embodiment subscales violated the homogeneity of
variances. Thus a Welch’s ANOVA was performed.
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Significant differences were found in Response (F (2, 27.174) = 7.777, p =
0.002) and Embodiment (F (2, 29.789) = 4.338, p = 0.022) between groups.

Games-Howell post-hoc analysis revealed that, for Response, an increase
from 5P (−2.733±2.344) to 6P (2.867±5.027) of 5.600 (95%CI(1.974 to 9.226))
was statistically significant (p = 0.002). For Embodiment, it also revealed a
increase from 5P (0.616±0.406) to 6P (1.060±0.454) of 0.444 (95%CI(0.0546
to 0.833)).

3.4 Study 4 - Body representation

An independent-samples t-test was run to determine if there were differences in
presence and embodiment scores when comparing the use of floating members
(HF) against the use of avatar (5P) and also the use of hands alone (H) against
its avatar counterpart (3P). The analysis revealed no significant differences for
HF vs. 5P and H vs 3P.

Table 2 Mean, Standard Deviation of all subscales for H, HF and 3PS conditions.

H HF 3PS
M ± SD M ± SD M ± SD

Spatial Presence 4.182 ± 0.565 4.122 ± 0.353 4.352 ± 0.383
Involvement 3.591 ± 0.889 3.600 ± 0.855 3.667 ± 0.818

Experienced Realism 3.546 ± 0.835 2.850 ± 0.778 2.833 ± 0.795
Presence 3.777 ± 0.399 3.524 ± 0.373 3.617 ± 0.366

Ownership 7.182 ± 4.355 7.467 ± 3.357 2.389 ± 5.772
Agency 7.000 ± 2.683 6.133 ± 1.885 6.000 ± 1.879

Tactile Sensations -0.455 ± 1.753 -0.333 ± 2.193 0.833 ± 1.948
Appearance -0.818 ± 2.183 -1.467 ± 4.172 3.333 ± 2.870

Response 0.818 ± 4.045 -5.018 ± 5.208 -0.333 ± 4.446
Embodiment 0.887 ± 0.115 0.720 ± 0.403 0.712 ± 0.426

Time (seconds) 300 ± 101 294 ± 89 275 ± 57

Table 3 Mean, Standard Deviation of all subscales for 3P, 5p and 6P conditions.

3P 5P 6P
M ± SD M ± SD M ± SD

Spatial Presence 4.397 ± 0.473 4.222 ± 0.457 4.533 ± 0.389
Involvement 3.529 ± 0.838 3.750 ± 0.720 3.683 ± 0.691

Experienced Realism 3.015 ± 0.773 3.217 ± 0.597 3.433 ± 0.594
Presence 3.647 ± 0.494 3.730 ± 0.383 3.883 ± 0.394

Ownership 4.235 ± 5.262 5.13 ± 4.533 7.667 ± 4.287
Agency 5.882 ± 2.619 5.733 ± 1.534 6.200 ± 2.981

Tactile Sensations 0.647 ± 1.967 -0.667 ± 1.952 -1.089 ± 2.086
Appearance 0.530 ± 4.002 1.200 ± 4.057 2.067 ± 2.251

Response -0.824 ± 4.613 -2.733 ± 2.344 2.867 ± 5.027
Embodiment 0.683 ± 0.693 0.616 ± 0.406 1.060 ± 0.454

Time (seconds) 253 ± 65 244 ± 68 281 ± 141
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4 Discussion

One of the most used forms of self-representation in virtual environments is
through floating members, more concretely, through floating hands. We com-
pared the groups H and HF to understand if, in a body-less self-representation,
seeing and controlling more members would improve presence and embodi-
ment. Results indicated that the addition of floating feet worsened the Expe-
rienced Realism scores. This result was unexpected, as the more control we
have over our self-representation, the better should be our experience. One pos-
sible justification could be that even though the hands were also not connected
to a body, the addition of feet may have strengthened the sense of inconsis-
tency of not having a virtual body connecting the members, thus lowering the
experienced realism.

In a standard three-point tracking (HMD and controllers), the number
of tracking points is not enough to track feet. In result, if the user is self-
represented with an avatar, this could lead to static feet. A simulation of
the feet animation could solve the issue by analysing the user movement and
producing a walking animation. To analyse how the walking simulation would
perform against a static feet configuration and also against using real feet
tracking data to drive the avatar’s feet, we compared 3PS vs 3P and 3PS
vs 5P. Results showed that the simulated walking provided better appearance
scores than static feet and better tactile sensations than real walking. The first
difference could be explained by the fact that in 3P users see a ”floating” body
sliding throughout the environment when walking. By providing a simulated
walking, even though it won’t correspond to the real user movement, the sense
of the avatar’s appearance to the user will increase. Although no difference was
found, the agency would have been expected to increase, as it evaluates the
extent to which the user can control his avatar. Regarding the tactile sensations
being better in the simulated walking than real walking, more studies on this
topic are needed to clarify this phenomenon.

A standard VR system usually comes with 3 trackers, head and hands.
However, more trackers could be bought to provide better control over the
user’s avatar. In this study, we analysed three conditions representing three
points, five points, and six points in order to understand if more tracking
points represent a benefit for presence and embodiment. The results indicated
a significant increase in response and overall embodiment scores from 5P to
6P. The difference between conditions is the addition of a waist tracker in 6P.
This waist tracker further increases the fidelity of the avatar movement. In 5P
the waist positions are estimated using the head position. One of the major
disadvantages is that when the user crouches, the waist will still have the
same relative position of the head, resulting in a strange avatar position. The
6P corrects this issue by tracking the waist, the only major avatar movement
estimations left to calculate by the IK would be the knees and elbows. By
adding a waist tracker, to the already tracked head, hands and feet, users
felt more embodied and responded to stimuli inside the virtual world more
realistically, as if their avatar was in danger. On the other hand, there was no
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statistically difference between 3P and 5P, suggesting that waist tracking in
6P is an important element.

In this study, we analysed whether the use of a full-body avatar, animated
through trackers and IK, would outperform a self-representation by floating
members. Therefore we compared the pair of conditions that shared the same
number of trackers: H vs 3P and HF vs 5P. The results indicated no differ-
ences between both pairs of conditions for any dependent variable. This result
contradicts state of art, where self-representation through an avatar would im-
prove the level of presence and embodiment. However, in this study conditions,
as long as there is the same level of control, the self-representation could be
done through floating members or avatars without influencing presence and
embodiment.

5 Conclusion

In most VR applications, usually, there is no avatar to represent users. Full-
body tracking solutions are expensive for the average consumer. Although
consumer level, low-cost tracking equipment can be used to enhance body
tracking, there are no studies that thoroughly evaluate how they perform.
Therefore, this work intended to study how low-cost solutions performed re-
garding self-representation and movement replication fidelity by evaluating
the participant’s presence and embodiment. As a secondary objective, we also
evaluated how our method to simulate avatar walking, without feet track-
ing, would perform against more expensive solutions. This walking simulation
method was intended to work with the ”standard” VR equipment available to
consumers, with no need to buy expensive extra equipment.

Our results indicate that the use of floating hands alone outperforms hands
and feet in experienced realism. As such, more tracker (to track the feet) will
not produce better results than having only floating hands. Simulated walking
presents a good solution to solve the lack of feet animation when using three
tracking points and a full-body avatar. When using a full-body avatar, six
points tracking (tracking every extremity of the human body) led users to
have a more realistic response to stimuli and have a higher overall feeling
of embodiment than five points tracking. The results also led us to conclude
that, as long as there is the same level of control over the self-representation,
both floating members or avatar could be used without affecting presence and
embodiment.

Some results contradict the literature, as such more studies are needed to
confirm the reason. Future lines of work could be to add floating heads in
body-less self-representations, different ways to represent floating members,
add more avatar variety, and analyse the user performance in different types
of tasks.
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