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Abstract—The transport of patients from the inpatient service
to the operating room is a recurrent task in the hospital routine.
This task is repetitive, non-ergonomic, time consuming, and re-
quires the labor of patient transporters. In this paper is presented
the design of a driverless wheelchair under development capable
of providing an on-demand mobility service to hospitals. The
proposed wheelchair can receive transportation requests directly
from the hospital information management system, pick-up
patients at their beds, navigate autonomously through different
floors, avoid obstacles, communicate with elevators, and drop
patients off at the designated destination.

Index Terms—Intelligent Wheelchair, Mobility-On-Demand,
SONHO

I. INTRODUCTION

In a hospital environment there are many services where
external consultations, examinations, analysis and surgeries are
carried out that involve the displacement of patients that go
to these services. This deserves some attention especially in
situations of people with reduced mobility, such as citizens
with disabilities or fractures / problems in lower limbs and
elderly. Currently, the transportation of patients in hospitals is
done by patient transporters, non-specialized personnel, which
is not very pleasant. It could often be done using a wheelchair,
and that would be more pleasant and done in an autonomous
way. As a result, it would avoid delays and failures due to the
lack of personnel to carry out the transportation.

In this context, and in the scope of a collaboration with the
Shared Services of the Health Ministry (Serviços Partilhados
do Ministério da Saúde - SPMS), it was proposed to study
and develop a prototype of a system that is capable of helping
people to be transported. Given this idea, it was decided
to develop this prototype according to the concept of an
intelligent wheelchair, capable of autonomous navigation with
safety and avoiding obstacles, flexible and robust interaction
with the patients and also communicating with the hospital
system, other devices and other wheelchairs.

The transport of inpatients from the urology service to the
operating room was presented as a good option to implement
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this prototype because there is the possibility of the patient
making the journey sitting on a chair instead of lying in bed,
where he would have a much more boring or stressful transfer.

Bearing these ideas in mind, in this paper is presented an ap-
proach to integrate a driverless wheelchair (named Connected
Driverless Wheelchair in the scope of this project) in an hospi-
tal environment. With that purpose, an architecture is proposed
to this integration that includes the wheelchair architecture,
containing the hardware used and also the software based on
Robot Operating System (ROS) nodes. Next the integration
with Sistema Integrado de Informação Hospitalar (SONHO) is
presented, being described the necessary communication with
the system with example messages to show the structure of
Health Level 7 (HL7). Lastly, as the wheelchair needs to travel
between floors, there will be an integration with the elevators
so that the wheelchair is also autonomous in this process.

II. RELATED WORKS

Intelligent Wheelchairs (IW) are locomotion devices used to
assist users with some kind of physical disability, where artifi-
cial control systems augment the user capabilities, reducing or
eliminating the need for the user to drive [1]. They are usually
controlled by a computer, apply several algorithms to derive
meaningful information from sensors and act according to the
user goals and the conditions of the environment. According
to the literature, the main functions of an IW include [2], [3]:
• Multiple forms of interaction with the user (i.e. voice,

hand, facial and head gestures);
• Autonomous navigation in dynamic environments;
• Communication with other devices (i.e. elevators, service

robots, other wheelchairs).
Since the 80s a significant number of research and develop-

ment projects tackled topics related to intelligent wheelchairs.
Two quite comprehensive literature reviews were presented by
Simpson and Richard [1], and Faria et al [4].

One of the first IW projects was proposed by Madarasz et al
in 1986 [5]. In 1994, Wellman et al [6] proposed a wheelchair
equipped with two legs allowing for it to climb stairs and move
on uneven terrain. Next year, Miller et al [7] developed Tin
Man that contained three operating ways: human guided with
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obstacle avoidance, move forward along a heading and move
to a point (x,y). Later, due to the need to decrease dependence
on contact sensors, modify the user interface according to the
needs of the community and increase the operating speed, the
system evolved to Tin Man II.

The prototype NavChair was developed at a later time, in
1994 [8], [9] based on an electric power wheelchair. The
machine shared control with the user, it had obstacle avoidance
and modified the user’s voice input command to achieve safe
travel.

In 2007, Philips et al [10] proposed a control that worked
according to the user’s need: the better the user dopes alone
less assistance he received. Basically, the user had full control
of the wheelchair until he requested help. User input was
collected through a brain-computer interface.

In 2008, Gao et al [11] placed a Light Detection And
Ranging (LiDAR) sensor in a lift platform and evaluated the
performance of the sensor for docking an IW system equipped
with retro-reflectors.

As most of wheelchair projects applied complex hardware
and software architectures, the IntellWheels project [12] was
created with the focus to develop an IW with a flexible
and multimodal interface whose integration in wheelchairs
available on the market could be done with few modifications
with a good target price [13].

The Autonomous Vehicle team of an alliance between a
research group of National University of Singapore (NUS)
and the Massachusetts Institute of Technology (MIT) tested a
self-driving wheelchair in Change General Hospital in 2016
[14]. They used the same technology that they developed
for autonomous driving and all the user had to do was
point where he wants to go and the wheelchair would drive
him autonomously. The vehicle used three LiDAR to detect
obstacles and to navigate. However, this sensor is expensive
and using three of them in a wheelchair results in a very
expensive prototype.

In 2017, a Wheelchair Mounted Robotic Arms (WMRA)
was developed with the objective to make it autonomous, both
at the level of localization and at object manipulation [15].

III. PROPOSED ARCHITECTURE

The Connected Driverless Wheelchair (CDW), which is
being developed in the scope of this project, shares most
of the design principles established in our previous works,
such as our concern with the user, with the interference in
the wheelchair use, and with the visual impact [12], [13].
The base platform is the Evolution powered wheelchair from
Vassilli. It is chosen for its low cost as well as its compact and
foldable form factor, such that it is able to navigate through
crowded areas and around tight corners easily. The system is
retrofitted with the necessary sensors, actuators, power systems
and computing units to perform the autonomous functions
safely and comfortably. A compact Next Unit of Computing
(NUC) computer runs Ubuntu 16.04 with Kinetic release ROS
[16]. The computer is fitted with an Intel Core i5-4210U CPU
running at 1.70 GHz, 3.0 GB RAM, and 256 GB SSD. The
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Fig. 1. Proposed hardware architecture

computer is connected to the internet via WiFi connection for
communication with other systems. Two encoders (OMROM
E6A2-CW5C 100P/R), coupled directly in the motor shafts,
detect the rotation of the wheelchair’s powered wheels. A
Roboteq SDC2130 motor driver, with a 32-bit microprocessor,
runs the algorithms used to control wheel speeds in closed
loop. Environmental sensing is achieved through two Hokuyo
UST-10LX laser scanners. LiDAR data is fused with odometry
to perform mapping, localization, and obstacle avoidance. A
Raspberry Pi-based Human-Machine Interface displays real-
time information and allows local interaction in a unified
and intuitive user interface. Power for the computer, sensors
and motor driver is drawn from the wheelchair batteries
though a voltage regulator. The hardware architecture and its
connections are presented in Fig. 1.

The software architecture of the prototype is based on ROS
and depicted on Fig. 2. All ROS nodes were developed in
C++ and run in the wheelchair’s compact computer. The core
subsystems of the vehicle can be broadly categorized into
four categories: hardware abstraction, navigation, decision, and
system interface.

Hardware abstraction comprises all ROS packages used to
interact with the robot’s hardware. The essential hardware the
robot needs to interact with are LiDAR, motor controller, and
joystick. This peripheral allows controlling the robot devices
at an early stage of the process.

Navigation refers to the robot’s ability to represent the
environment, determine its own pose and execute a trajectory
towards its goal. Mapping is performed with GMapping [17],
a Rao-Blackwellized particle filter to create grid maps from
LiDAR data. In its current implementation mapping consists of
two steps performed one time for each desired environment.
First the wheelchair is driven manually around the environ-
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Fig. 2. Proposed software architecture

ment while recording the laser scan and odometry data of the
trip. Next, GMapping processes the raw sensor data and creates
a 2D occupancy grid map. The map is then made available to
the localization system trough a map server. The implemented
localization mainly consists of a map-matching algorithm
referred as Perfect Match (PM) [18]. To estimate the position
of the robot, PM minimizes the matching error between the
data acquired by the LiDAR and the 2D environment map
stored in the robot’s database. A Kalman Filter is used to
merge odometric data provided by wheel’s encoders with
those from LiDAR sensors, providing a more robust pose
estimation [19]. The trajectory controller receives information
about the trajectory from the mission control algorithm and
outputs linear and angular references to the motor controller.

Decision consists on the wheelchair’s ability to determine
a trajectory it has to perform to transport a given patient
to the operating room. Predetermined paths are stored in a
directed graph, allowing a high degree of motion predictability
and repeatability. In the present scenario those are important
features considering that the wheelchair will share the en-
vironment with humans. Graphs are constituted by vertexes
(possible stopping poses) and edges (parametric curves that
connect two vertexes). Each edge has its own linear velocity
associated, which is constant when the robot is moving along
that specific path. On the other hand, each vertex may have
some actions associated with it, such as exchange map or
interact with elevator. The specific trajectory performed by
the robot for each objective is calculated and optimized by

a modified routing A* algorithm that takes into account the
speed of the obstacles [20].

The system interface allows information flow between the
wheelchair and external systems. The Humam-Machine Inter-
face displays information to identify the user it is transporting,
its origin and destination. It also displays virtual buttons to
allow the health care team start, cancel and finish the trip. The
other two interfaces (LIGHt interface and Elevator interface)
allow communication with the hospital information system and
the elevators, and are further detailed in the next Subsections.

A. Hospital Information System - SONHO

SONHO is an information system developed and managed
by the Portuguese governmental organization Serviços Partil-
hados do Ministério da Saúde - SPMS (Health Ministry Shared
Services). It was created in the 80s in a partnership between
the Instituto de Engenharia de Sistemas e Computadores -
INESC and the Serviço de Informática em Saúde - SIS (Health
Informatics Service) to respond to the growing need to make
administrative work in Portuguese hospitals more efficient.
The system has been deployed in Portuguese public hospitals
and health care units since the 90s, and currently is adopted
in most public hospitals and health care units [21]. SONHO
is the base system of the Portuguese public hospitals because
it provides a great amount of information about the patients
to other health information systems, such as patient number,
name, age, contact details, clinical history, among others. Its
second version (SONHO V2) was designed with seven vertical
modules, to support each of the hospital activity areas, and one
horizontal module, for system integration [22].

SONHO V2 adopts the Local Interoperability Gateway
for Healthcare (LIGHt) middleware to exchange, integrate,
share, and retrieve electronic health information with external
systems. The LIGHt platform uses a publish/subscribe archi-
tecture and it is event-oriented. This architecture encourages
the detachment of the different software layers, maximizing
the reuse of the code in the several modules of the project.
Communication is based on the (HL7) standard, which defines
how information is packaged and communicated from one
party to another [23].

LIGHt has an architecture divided in four modules: Mirth
Connect Services (MCS), responsible for integrating HL7 v2.5
and HL7 FHIR; SPMS Event Controller (SEC), which allows
event-oriented architecture; Web Services (WS), which has
a web services layer for cases on which systems choose to
implement a web interface; and the Backoffice (BO), which
provides a graphical interface that facilitates the management
and configuration of LIGHt.

In this integration the system interacts with the MCS, which
processes HL7 messages through a set of channels, where it
is expected to receive messages via Minimum Lower Layer
Protocol (MLLP). The workflow of these messages can be
asynchronous or synchronous.

In the asynchronous workflows, the routing channel, accord-
ing to the LIGHt configuration, places the message in the
correct queue of the processing channel. In this phase, the
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Fig. 3. Inpatient search [23].

Message Header Segment (MHS) is also checked and if an
error is detected, the message processing ends and a NACK is
sent as response. These message queues are processed in order
of arrival, which creates some problems since the messages
will have to be processed one at a time. To reduce this problem,
the architecture allows the existence of several subscribers for
the same type of event.

In the synchronous workflows, the messages received are
processed directly by the channel that receives them. In these
situations it is necessary to wait for the end of the processing
to receive the respective acknowledgments. They are normally
used in the searching process.

B. Integration with the Hospital Information System

In this project, patients will be transported from the inpatient
service to the operating room. The beginning of this process
is generated by a request to pick up a specific patient who is
identified by his process number. This order also includes the
room where the patient should be taken to.

Upon receiving the request, the CDW will request the
system for the patient’s location and it will go to the patient’s
infirmary when it receives an answer. Fig. 3 shows an example
of an internment search by the inpatient number.

The messages are divided into segments and each segment
has an header. The first segment is Message Header Segment
(MSH) and consists of several fields separated by a vertical
bar. The MSH-9 is the message type, that is divided into
components separated by ”ˆ”. The first component, ”QBP”,
is the message code, the second, ”ZI1”, corresponds to the
HL7 event code and the last one, ”QBP Q11”, is the message
structure. So, by analysing this field it is possible to determine
the sort of message being exchanged. The second segment,
Query Parameter Definition (QPD), is composed by several
fields, namely the query tag, ”Find Inpatient”, and the user
parameters, in this case the patient ID. There is also the
Response Control Parameter Segment (RCP) field that can be
used to define a search priority and to limit the number of
returned results.

The answer to this search is shown in Fig 4, where it
is also possible to see several segments, namely the Patient
Identification Segment (PID), that contains some personal data
about the patient, and the most important segment taking into
account this project objective, the Patient Visit Segment (PV1),
where it is possible to find all the information that the CDW
needs: the room code 4012, bed 5253, building 1 and floor 4.

After arriving to its destination infirmary, the wheelchair
will have to wait for either an assistant or a nurse to sit the
patient on it. The order to proceed with the patient to the
operating room is given by the same assistant or nurse, through

Fig. 4. Response to an inpatient search [23].
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Fig. 5. Sequence diagram of communication with SONHO

the touchscreen. Given this order, the CDW notifies the system
that the patient will be transported. If, by any chance, it is no
longer necessary to transport the patient, it is possible to cancel
the process, also via the same touchscreen, and the wheelchair
returns to its starting point.

When the CDW gets to the door of the operating room,
it sends a message to notify the system of its arrival and
waits for someone to help remove the patient and conclude
the procedure. After this, the wheelchair checks if there is an
order waiting, in which case it goes get the patient in question;
otherwise it goes to its starting point.

At any point in the process, a cancellation order may be
given by the operating room. If the wheelchair has not yet
picked up a patient, it simply ignores the request; if it is
already carrying a patient, it takes him back to his bed in
the inpatient area. A sequence diagram of all this process is
shown in Fig. 5.

C. Integration with the Elevators

Considering that the inpatient service and the operating
rooms are often located at different floors of the hospital
building, the CDW is required to communicate with the el-
evators. While modern Programmable Logic Controller (PLC)
support network communication, most of the PLC currently
used in the elevator control systems of the Centro Hospi-
talar Universitário do Porto - Hospital de Santo António
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Fig. 6. Communication protocol between the wheelchair and the elevators

(CHPORTO) do not support this communication interface.
Therefore, the communication between the wheelchair and
the elevators will be implemented trough an IoT Ethernet I/O
Module (ADAVANTECH WISE-4060). This module has four
Digital Input and four Relay Output channels, and supports
several communication protocols (Modbus/TCP, TCP/IP, UDP,
DHCP, HTTP, MQTT). The module will be installed close to
the PLC, and wired to its digital I/O. To exchange data with the
CDW, the module will be connected to the hospital network
trough its Ethernet port. A ROS-MQTT bridge will serialize
messages from ROS to MQTT, and deserialized messages from
MQTT to ROS topics.

Since there is no standard protocol to support the elevator-
CDW interaction, we have partnered with CHPORTO and the
company providing maintenance to their elevators to design
the protocol depicted in Fig 6:

1) The CDW requests transport from an origin to a desti-
nation floor;

2) The elevator acknowledges the request;
3) The elevator informs that it is parked on the origin floor

and it’s doors are opened;
4) The CDW informs that it is inside the elevator cabin and

is ready to start the trip;
5) The elevator informs that it has closed it’s doors, and

will start the trip;
6) The elevator informs that it is parked on the destination

floor and it’s doors are opened;
7) The CDW informs that it is outside the elevator cabin;
8) The elevator informs that it has closed it’s doors and

will proceed regular operation.

IV. CONCLUSIONS

In this paper was presented the system architecture
of a driverless wheelchair, named Connected Driverless
Wheelchair (CDW) in the scope of this project. The
wheelchair was designed with robustness, reliability,

and safety in mind, and is able to provide on-demand
transportation of patients in hospitals - presently a case test
is being developed at the Centro Hospitalar Universitário do
Porto - Hospital de Santo António (CHPORTO). In order
to enable the wheelchair to perform its requested tasks, its
software and hardware architectures are described, as well
as the approaches that will be followed to integrate it with
elevators and with the hospital information system. In the
future it is intended to deploy and test the wheelchair in the
hospital, as well as test it over longer periods of time. It is
also intended to conduct two inquiries: one to users of the
system to see how transport can be made more pleasant, to
understand the level of stress that certain people may have
while being transported by an autonomous system and how
to avoid it, and another for people who help with transport
in order to understand whether they prefer to do this type of
work or other tasks.
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