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Utsav Drolia2, Priya Narasimhan2, and Fernando Silva1

1 CRACS/INESC-TEC, Faculty of Science, University of Porto
2 ECE, Carnegie Mellon University

Abstract. Recent advances in mobile device technology have triggered
research on using their aggregate computational and/or storage resources
to form edge-clouds. Whilst traditionally viewed as simple clients, smart-
phones and tablets today have hardware resources that allow more so-
phisticated software to be installed, and can be used as thick clients or
even thin servers. Simultaneously, new standards and protocols, such as
Wi-Fi Direct and Wi-Fi TDLS (Tunneled Direct Link Setup), have been
established that allow mobile devices to talk directly with each other,
as opposed to over the Internet or across Wi-Fi access points. This can,
potentially, lead to ubiquitous, low-latency, device-to-device (D2D) com-
munication. In this paper, we study whether D2D protocols can sup-
port mobile-edge clouds by benchmarking different protocols and config-
urations for a specific application. The results show that decentralized
device-to-device techniques can be used to efficiently disseminate multi-
media contents while diminishing contention in the wireless infrastruc-
ture, allowing for up to 65% traffic reduction at the access points.

1 Introduction and Motivation

Mobile devices are now ubiquitous [1]. The increase in the sheer number of de-
vices has also led to the increase in the density of devices, i.e. more often than
not, there will be multiple mobile devices in proximity of each other. Moreover,
these devices are now equipped with multi-core processors, multi-GB memory
and multiple communication interfaces. This trend has been leveraged by a new
class of systems, mobile edge-clouds [2] [3] [4] [5] [6] [7] [8]. These systems aggre-
gate computation and storage resources across nearby mobile devices to enable
resource-efficient applications.

Simultaneously, new standards and protocols, such as Wi-Fi Direct and Wi-
Fi TDLS (Tunneled Direct Link Setup), have been established that allow mobile
devices to talk directly with each other, as opposed to over the Internet or across
Wi-Fi access points. This can, potentially, lead to ubiquitous, low-latency, device-
to-device (D2D) communication.

We believe that these new D2D protocols can boost the efficiency of mobile
edge-clouds. Since these systems are meant for scenarios where devices are in



proximity of each other, D2D communication seems like a natural fit. For ex-
ample, let us consider the following scenario: watching video replays on mobile
devices at live events, e.g. soccer match. There is a growing market of apps
that provide users within (and outside) the venue with almost real-time statis-
tics and multimedia contents like the number of kilometers a player has run or
video replays for goals or interesting events [9] [10]. If a fan chooses to watch
a video replay, the content is downloaded from the central servers through sta-
dium installed access points (Wi-Fi or cellular), and then played on the device.
If, however, the venue is crowded, the large number of requests can stress the
infrastructure [11] [12].

One way to solve this problem is to use mobile edge-clouds. In this way, you
and your neighbours may form a local cache for the server contents - users of
the service can be encouraged to share in several ways, e.g., sweepstakes of team
merchandise or lower rates for the service. For example, before asking the server
for a video replay, your app might ask the other phones in the mobile network
whether they have a copy of the video. If a copy of the replay is located, your
app can retrieve it directly from a neighboring device. Our first hypothesis is
that such retrievals can be accelerated through D2D protocols. Moreover, if the
retrievals in mobile edge-clouds are done over infrastructural access points, the
access points would be congested in-turn leading to high-latency downloads and
an overall bad user-experience. Our second hypothesis is that D2D protocols can
alleviate such infrastructural stress.

In this paper, we study whether D2D protocols can support mobile-edge
clouds by benchmarking different protocols and configurations for a specific ap-
plication. The results suggest that decentralized, device-to-device techniques can
be used to efficiently disseminate multimedia contents while diminishing con-
tention in the wireless infrastructure, e.g., central servers and access points,
namely through the use of TDLS and WiFi-Direct.

The remainder of this paper is structured as follows. Section 2 describes the
scenarios we are interested in exploring and the experimental setup. Section 3
describes the application we developed to perform the experiments. Sections 2
and 4 describe the experimental setup, the results obtained and discusses their
implications. Section 5 overviews related research work and, finally, Section 6
ends the paper with the conclusions and future work.

2 Assumptions and Scenarios

We make the following assumptions: (a) all the devices are non-rooted since
we are interested in improvements that can be readily implemented in current
infrastructures and do not rely on invasive procedures for the devices; (b) we
do not control the usage of the radio channels and the choice of the radio band,
2.4GHz or 5GHz, for communication; (c) all devices are within radio range and
can make requests and transfer contents using direct connections or using an
AP or a hot-spot as an intermediate; (d) there is no application-level routing or
discovery mechanisms, we only use what is provided by the underlying wireless



protocols; (e) in the scenarios that involve mobile servers, the latter have all the
files that will be requested by the clients, and that would otherwise be present
at the central server in a traditional infrastructure, and; (f) clients know the
location of the servers from the start.

We define a set of content dissemination scenarios for downloading video
replays from a soccer game in a stadium (Figure 1). In all scenarios we assume
WiFi is used for communication. In the case of pure WiFi, all scenarios include
a traditional, dedicated, access point that the devices use for communication.
When using WiFi with TDLS, the access point is used only for the initial contact
between the nodes. In the case of WiFi-Direct, this role is performed by a mobile
device known as the “group owner”.

Fig. 1. a) WCS - central server, access point, mobile clients, using WiFi. b) WMS -
access point, mobile servers, mobile clients, using WiFi. c) WTS - access point, mobile
servers, mobile clients, using WiFi/TDLS. d) WDMS - group owner, mobile server,
mobile clients, using WiFi-Direct.

In the first scenario (WCS - WiFi Central Server) we have a main server, part
of the infrastructure of the stadium, acting as the source of the video replays. The
server is connected to access points in the stadium via high-speed Ethernet links.
Each access point handles tens of devices in the part of the venue it provides
coverage [12]. All mobile devices are clients.

In the second scenario (WMS - WiFi Mobile Server) we remove the main
server, and just stick with the access point. Part of the mobile devices in the



venue will act as servers (servers only) for the multimedia contents, thus provid-
ing the same content as the central server in the previous scenario.

In the third scenario (WTMS - WiFi TDLS Mobile Server) we use the access
point only for the first contact between the devices. TDLS then allows the devices
to communicate directly and transfer data. Again, part of the devices in the
venue will act as the servers for the video replays. As in the previous scenario,
mobile servers are not also clients and contain all the content that might be
provided by the central server.

In the fourth scenario ( WDMS - WiFi Direct Mobile Server) the configu-
ration is similar to WMS with the access point replaced by one of the devices
acting as a hot-spot, known as “group owner”. All communication between mo-
bile servers and clients must go through the group owner.

We identified an additional scenario, similar to WTS, in which the access
point is replaced with the group owner. Here, however, we use TDLS to allow
servers and clients to communicate directly (mostly) without the intervention of
the group owner. We did not experiment with this last configuration. We were
not able to form networks of more than 5 or 6 devices using WiFi-Direct and thus
present only preliminary results for the WDMS scenario. This difficulty arises
not only from the fact that we are using non-rooted devices, and thus cannot
fully control operating system configurations, but mostly because most network
card drivers/firmware are proprietary software.

3 Test Application

We developed Java/Android applications to implement the clients and servers in
the aforementioned scenarios. The servers, both fixed, in the first scenario, and
mobile, in the others, follow the standard client-server architecture. The server
waits for a connection from a client; when one is received, they launch a new
thread that examines the request and transfers the requested file. The mobile
clients are tailored to be used with the Android Debug Bridge (ADB) tool. We
developed a template from which all client behaviours could be implemented by
extending a base class. This class has three main methods that are overridable for
different scenarios, namely: startApp, transferFiles and endApp. startApp
executes a sequence of checks to ensure that a client will run correctly, e.g., if
the device is connected to the correct WiFi network. It also initializes a logger
in order to record information about the run, and fills a work queue with the
file requests, a permutation of the file names, to be downloaded by the device.
Each file is mapped to a set of predefined servers that can provide it. The clients
choose one of these for each download. After that, method transferFiles is
called to download the files, which are transfered, one by one, after selecting
appropriate servers. Once a transfer finishes, the next file on the queue begins to
be downloaded. When all files are downloaded, the application calls the endApp

method to perform all the necessary cleanup.
The execution of the application by the devices starts simultaneously thanks

to a barrier implemented (a shared file is used for this) at the end of the startApp



method. The devices also synchronize before ending, again by using a barrier at
the beginning of the endApp method. We used a set of shell scripts to automate
the execution of the application and to control the devices through the Android
Debug Bridge (ADB). The adb command line tool allows to execute ordinary
Linux shell commands remotely on Android devices, e.g., ls, cp. This allows,
for example, uploading all log files from the devices to a server for processing
and commanding all experiments using simple scripts.

Fig. 2. Algorithm for running the experiments.

For better control, we de-
cided to use ADB through
the USB interface (instead of
WiFi), with all devices con-
nected to the control com-
puter through an USB hub.
Figure 2 shows the basic pro-
cedure for running the exper-
iments. The procedure takes
three arguments: n, the num-
ber of devices, m, the num-
ber of servers and, l, the num-
ber of times the experiment
is to be repeated. We start
each run by rebooting the mo-
bile devices to ensure that all
devices are in similar circum-

stances and that there are no extra processes running that could interfere with
the results. Afterwards, the runServers procedure sends a command to all the
server devices to start the local server application. Next, runClients starts the
local client application at each client device, that in turn calls the startApp en-
try point. Once all the runs are performed, the logs are copied from the devices
to a desktop computer for analysis.

4 Experiments and Results

Our experimental setup is composed of the following hardware: 1 Asus RT-
AC56U router (AP), 20 non-rooted HTC Nexus 9 tablets, 2 Trust USB hubs
(10 ports each) and 1 desktop computer. The layout of the deployment can be
seen in Figure 3. The devices were placed on top of a table, side-by-side, in a
4×5 pattern, as in a typical of stadium seats arrangement. They all run Android
Lollipop 5.1.1 (API level 22) on top of which our test software was executed. The
devices were connected to a control desktop computer via the Android Debug
Bridge.

The experiments were setup in such a way that we guarantee that all the
content requested by the clients during the runs exists in all servers. In each
experiment, clients must download 20 video files, each 3 Mbytes in size from the
servers. This size represents a video clip with 10 seconds duration and encoded



with H264 video codec using 480x270 (width x height) as the frame size, a typical
format used by mobile apps. Before starting the transfer, each client computes
a random permutation of the 20 file names using a uniform distribution, to even
out the requests for each individual file during an experiment. Accesses are also
performed randomly in time, as each client waits a random time interval, within
given bounds, before requesting the next file of the sequence. For each scenario,
we run a set of experiments with a varying number of mobile servers/clients.
Each experiment was repeated 8 times to smooth out statistic flukes.

Fig. 3. The experimental setup.

The average download time for each video
is represented in the graphs in the next sec-
tions, together with the bars for the 95% con-
fidence intervals. The values for power dis-
sipation are given as the average per down-
load, as measured using the Android API
(android.os.BatteryManager) The instan-
taneous current intensity and the voltage
(mostly constant) are read periodically to
compute the dissipated power which is then
integrated over the complete experiment to
get the total energy spent per download.

To characterize the radio environment, we
performed a WiFi analysis on our campus and
detected that the 2.4Ghz band was extensively
utilized by various services, while the 5Ghz
band usage was minimal. All the experiments
were performed using the 802.11n for packets exchanged between the AP and the
devices; 802.11ac was used whenever packets were exchanged device-to-device3.

4.1 Single Server

We start by restricting the experiments to only one server (infrastructural or
mobile), and experiment with four scenarios: WCS, WMS, WTMS, and WDMS.
The results for WiFi-Direct (WDMS) are just preliminary. We vary the number
of mobile clients downloading videos from 1 to 16. Figure 4 shows the average
download time per file. Figure 5 shows the total traffic processed by the AP,
in the WCS, WMS and WTMS scenarios. For figure 5, given that the amount
of traffic for WCS is exactly the same amount as in the case of WMS (we only
accounted for outgoing traffic), we decided not to show it for clarity. Note the
small 95% confidence interval error bars.

In Figure 4 WMS is clearly the worst performer, taking almost twice as much
time comparing to the other scenarios. This is due to the presence of two wireless
hops in the communication path, more specifically, from the mobile client device
to the AP and then from the AP to the mobile server device. WCS wins as a

3 As a note, Android TDLS implementation switches automatically between the 2.4
and 5GHz bands and this is neither controlable and observable from the API.
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Fig. 4. Average download time per file.
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Fig. 5. Traffic handled by the AP.

result of the much faster link between the central server and the AP. As we
stated, WiFi-Direct could only be used up to 5 devices - 4 clients and 1 server.
We present only experiments with 1, 2 and 4 clients. It is hard to extrapolate the
behaviour for larger number of clients but for low numbers of clients the results
are similar to the best performer (WCS).
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Fig. 6. Average energy consumed per experiment.

The behaviour of WTMS
is more subtle. While the
802.11z [13] specification ex-
tension allows for a peer to
have multiple links to differ-
ent base stations, in practice
only 2 channels were available
from the server at any given
time, leading us to conclude
that only one channel is avail-
able per radio (since our test
devices, Nexus 9, have 2 ra-
dios), and thus no multiplex-
ing is performed. This is visi-
ble in figure 5, where no traffic

is routed through the AP up to 2 clients. The introduction of additional clients
only shows limited savings on the traffic being routed through the AP. This is
due to the 802.11z’s mandatory periodical switch-over to the base channel (the
regular AP’s WiFi communication channel) to process buffered messages (by the
AP).

Given this, if there are only two clients then the two radios can be used to
setup TDLS channels. Adding more clients will result in the traffic being routed
through the AP, that in turn, will lead to the server device to spend more airtime



on one of the available channels to communicate with the AP. This will effectively
only allow for 1 offloading channel to be available.

Figure 6 shows the energy consumed per experiment. The figure shows some
similarity to Figure 4 which is expected since our application uses almost ex-
clusively the WiFi hardware to send/receive replays; it does not play the videos
on arrival, it just stores them. Hence, download time is an excellent proxy for
energy consumption. We observed this correspondence for the other experiments
we performed and therefore will not present more graphs on energy consump-
tion in this paper. In absolute value, the energy spent in the downloads is rather
small. For example, given the 25.5 Wh specification of the battery from the
Nexus 9, this is equivalent to about 91000 Joule. The energy spent per down-
load in, e.g., the WCS scenario, with 1 server and 1 client, is about 50 Joule/20
downloads = 2.5 Joule, corresponding to 0.002% of the total charge; this value
grows to 0.02% when using 16 clients.

4.2 Multiple Servers

We extended our experiments to examine the impact of introducing multiple
mobile servers in the mobile scenarios WMS and WTMS. Figures 7 and 8 show
the results obtained. In WTMS we introduced an extra level of refinement. In
one case we let the clients choose a random server for each file to be downloaded
from a predefined set - this is shown as WTMSD in the graphs. The alternative
process is to statically map each file to a specific server from the start, potentially
decreasing competition between clients - this is shown as WTMSS . We increase
the number of servers, from 1 to 8, while using a fixed number of clients (12).
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Fig. 7. Average download time per file.
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Figure 7 shows the average download time with an increasing number of
servers. The introduction of TDLS clearly decreases the download time, with the
static assignment performing slightly better than the random assignment. This is



due to the better client distribution that the static approach provides, decreasing
the possibility of clients overloading a subset of the servers. The results show a
slight increase of 20% in the download time with WTMS scenarios from 4 servers
relative to the WCS scenario (for 12 clients) (c.f. Figure 4). This, however, is
compensated by a 65% decrease in the traffic handled by the AP under WTMS
with 8 servers (note that, in WMS as in WCS all traffic goes through the AP).
Relative to the WMS scenario we also observe a 33% decrease in the download
time.

We resorted to simulation using ns-3 to better understand the behaviour of
TDLS, namely, how the number of successful TDLS links varied with the num-
ber of available servers in the WTMS (static) scenario. Since there is no native
support in ns-3 for TDLS, we had to implement our own code to mimic the
behaviour of the radio interfaces. Based on the available documentation and on
our empirical experience we deduced that the Nexus 9 allows the use of 2 si-
multaneous channels that can be any combination of 802.11n and 802.11ac. To
simulate this behaviour, we implemented each ns-3 node with 3 network inter-
faces (2×802.11ac, 1×802.11n), so that at any given time we can have 2 channels
as in the Nexus 9. So, although the nodes have 3 software radio interfaces, if we
have 1 or 2 clients connected to a server, the server node can only use 2 TDLS
interfaces. If more than 2 clients are connected to a server, then we can only use
1 TDLS interface, and all the other connections are done via 802.11n (through
the AP). An auxiliary class manages the TDLS connections, parametrized on
the percentage of successfully established TDLS links.

We ran several simulations varying the percentage of TDLS connection suc-
cess. The results show that, to explain the traffic values from Figure 8, the per-
centage of successful TDLS links must vary from 50% with 1 server to 60%-65%
with 8 servers. We attribute this variation to the fact that, with more servers
available, there are less clients per server. For example, with 8 servers we have
16 (2×8) 802.11ac channels available and hence, with 12 clients we can more
easily establish TDLS connections, despite the extra global radio interference
that leads to collisions.

Also, it is apparent from Figure 7 that, in WTMS, the performance does
not improve significantly beyond 4 servers. To understand why this happens we
performed another experiment where we reduced the number of downloads from
20 to 1 and increased the size of the file to be dowloaded from 3MB to 60MB,
so that, overall, the amount of traffic is identical.

Figures 9 and 10 show the results of the experiment. By decreasing the num-
ber of downloads per experiment, we observed a decrease in the amount of traffic
going through the AP (figure 10). This lead us to conclude that the initial setup
for TDLS channels is causing a significant overhead. Since we are unable to in-
spect the internal behaviour of the network driver, we infer that the creation
of a TDLS channel requires multiple attempts, probably due to contention and
interference, resulting in a performance degradation. By decreasing the number
of downloads (and thus the number of TDLS tunnel negotiations), the expected
behaviour was verified with the introduction of additional servers, namely, each
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server is able to support 2 distinct channels, with 1 being allocated to the AP
base channel in the presence of 3 or more clients. For example, in the case of 4
servers, there were 3 clients statically allocated with each server (statically as-
signed, represented by WTMSS), while with 8 servers, we had 4 servers assigned
with 2 clients and 4 servers assigned with 1 client.

The download time and amount of traffic tend to lower with the introduction
of additional servers, as depicted in figures 9 and 10. However, there is a sub-
stantial amount of variation on the results due to the negotiation process of the
TDLS links. As stated in 802.11z, if during the setup of a direct link the driver
detects a beacon then the negotiation is aborted; or if the amount of traffic on a
channel is high enough then the TDLS link could be renegotiated to a different
channel, with the traffic between the two peers being redirected through the AP
during that time.

4.3 Discussion

The fastest download time is achieved by the traditional infrastructure, mostly
because it uses a very fast wired 1Gbit/s network between the server and the
AP, and also because the AP did not reach saturation in our experiments, even
with the highest number (16) of clients. However, the use of multiple servers in
an ad-hoc network of devices, all within radio reach, allowed significant removal
of traffic from the AP, up to a maximum of 65% less traffic using 8 servers. The
corresponding download time for files is 20% higher than the one observed for the
traditional server/AP infrastructure, which, in absolute figures, for 3MB files,
results in a delay of ≈ 1 second. Energy-wise, the cost of transfer is small for the
Nexus 9, with a nominal battery capacity of about 91000 Joules, amounting to
0.02% with the maximum number of clients competing for the files. Smartphone
batteries have typical capacities an order of magnitude smaller and thus we would
expect each download to require a few tenths of percent of the battery. Since



each user individually is not expected to make many downloads during a game,
battery shortage is, evidently, not a limitation. Thus, the user experience is not
significantly diminished by the use of an ad-hoc network of devices to distribute
contents while there are considerable gains in terms of removing stress from the
AP.

5 Related Work

Managing the aggregate computational/storage resources of ad-hoc networks of
mobile devices, such as smartphones and tablets, has become a hot topic of re-
search in recent years. This results mostly from ongoing technological advances
and the widespread use of the devices. Several projects have explored the tech-
nology’s many angles, e.g., offloading, crowdsourcing, cost models, protocols,
security, and its applications to distinct areas, e.g., commerce, learning, health,
entertainment [14] [15].

FireChat [6] is a proprietary mobile app, developed by Open Garden, that
allows smartphones to organize into a wireless mesh network and exchange mes-
sages using available technologies such as Bluetooth or Wi-Fi. The iOS version
uses Apple’s Multipeer Connectivity Framework [16] that enables services to be
advertised and discovered between nearby iOS devices using different wireless
protocols. Services can be provided through personal area type-of networks using
infrastructure WiFi, peer-to-peer WiFi and Bluetooth.

Bonjour [17] focus on three main areas: Addressing (allocating IPs to De-
vices), Naming (creating alias for each network device) and Service Discovery.
The discovery works similarly to a publish-subscribe, where nodes advertise their
services which then other nodes can use them. In order for devices in a network
to be discovered, upon turning on the bonjour service, they send a announce
themselves to the network. At the same time, other nodes in the network, al-
ready running a Bonjour Service, periodically ask the network what devices are
available.

Alljoyn [18] is an, open source, agnostic network framework that allows dif-
ferent types of devices and apps to discover and communicate in an abstract
way, hiding the complexity of distinct network protocols and hardware. Generi-
cally, it publishes APIs over the network through a general bus, which permits
distinctive network technologies to be used, such as Wi-Fi, Wi-Fi Direct, Blue-
tooth, Ethernet and PowerLine. To the best of our knowledge only infrastructure
WiFi is actually implemented. Regarding the network formation, Alljoyn, uses a
super peer paradigm, mesh of stars network, where the leaf nodes are connected
to router nodes and these act as bridges to the others router nodes.

Efforts to transform mobile networks into actual computational and/or stor-
age resources have been the subject of fundamental work. In [19] [20] Hadoop was
successfully ported into mobile devices connected though WiFi to perform map
reduce computations. The goal was to identify the problems that might arise
from porting a system developed for full-fledged cloud servers to a resource-
starved cloud of devices. Doolan et al. [3] try a different approach by adapting



the well established Message Passing Interface (MPI) for mobile systems, with
the goal of performing parallel processing over these platforms.

In [21] the authors study the trade-offs between offloading computation to
an infrastructure cloud versus retaining the computation within a mobile edge-
cloud. They present two diverse workloads for mobile edge-clouds based on the
distribution of data and motivate the use of edge-clouds for one of them, specif-
ically when data is inherently distributed in the edge-cloud it is better (in terms
of latency and power consumption) to process them in an in-situ manner as
opposed to transferring them to the infrastructural-cloud for processing.

6 Conclusions

In this paper, we study whether D2D protocols can be used to efficiently disem-
inate multimedia contents in networks of mobile devices. We do this by bench-
marking different protocols and configurations for a specific application. Our first
hypothesis, that the download speed would be improved with D2D protocols was
not vindicated, although the number of devices we used (and had available) was
really not enough to take the AP close to saturation, in which case we would
expect such improvements. The observed difference and corresponding extra en-
ergy usage is small and does not degrade user experience. On the other hand, the
experiments suggest that our second hypothesis, that the use of D2D protocols
could significantly remove load from the AP, is valid for we observed a decrease
in traffic up to 65% for a multiple server configuration.

Thus we conclude that D2D protocols that take advantage of existing wireless
technologies can indeed be used to efficiently disseminate multimedia contents
and, especially, to diminish the load in the traditional wireless infrastructure, a
critical problem for service providers in large sports venues, while maintaining
a good user experience.

We plan to expand this line of work to include network overlays in order to
create a fully decentralized and self organizing mesh that leverages the different
underlying wireless protocols.
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