
Advances in Intelligent Systems and Computing 1093

Manuel F. Silva · José Luís Lima · 
Luís Paulo Reis · Alberto Sanfeliu · 
Danilo Tardioli   Editors

Robot 2019: 
Fourth Iberian 
Robotics 
Conference
Advances in Robotics, Volume 2



Advances in Intelligent Systems and Computing

Volume 1093

Series Editor

Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences,
Warsaw, Poland

Advisory Editors

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
Rafael Bello Perez, Faculty of Mathematics, Physics and Computing,
Universidad Central de Las Villas, Santa Clara, Cuba
Emilio S. Corchado, University of Salamanca, Salamanca, Spain
Hani Hagras, School of Computer Science and Electronic Engineering,
University of Essex, Colchester, UK
László T. Kóczy, Department of Automation, Széchenyi István University,
Gyor, Hungary
Vladik Kreinovich, Department of Computer Science, University of Texas
at El Paso, El Paso, TX, USA
Chin-Teng Lin, Department of Electrical Engineering, National Chiao
Tung University, Hsinchu, Taiwan
Jie Lu, Faculty of Engineering and Information Technology,
University of Technology Sydney, Sydney, NSW, Australia
Patricia Melin, Graduate Program of Computer Science, Tijuana Institute
of Technology, Tijuana, Mexico
Nadia Nedjah, Department of Electronics Engineering, University of Rio de Janeiro,
Rio de Janeiro, Brazil
Ngoc Thanh Nguyen , Faculty of Computer Science and Management,
Wrocław University of Technology, Wrocław, Poland
Jun Wang, Department of Mechanical and Automation Engineering,
The Chinese University of Hong Kong, Shatin, Hong Kong

https://orcid.org/0000-0002-3247-2948


The series “Advances in Intelligent Systems and Computing” contains publications
on theory, applications, and design methods of Intelligent Systems and Intelligent
Computing. Virtually all disciplines such as engineering, natural sciences, computer
and information science, ICT, economics, business, e-commerce, environment,
healthcare, life science are covered. The list of topics spans all the areas of modern
intelligent systems and computing such as: computational intelligence, soft comput-
ing including neural networks, fuzzy systems, evolutionary computing and the fusion
of these paradigms, social intelligence, ambient intelligence, computational neuro-
science, artificial life, virtual worlds and society, cognitive science and systems,
Perception and Vision, DNA and immune based systems, self-organizing and
adaptive systems, e-Learning and teaching, human-centered and human-centric
computing, recommender systems, intelligent control, robotics and mechatronics
including human-machine teaming, knowledge-based paradigms, learning para-
digms, machine ethics, intelligent data analysis, knowledge management, intelligent
agents, intelligent decision making and support, intelligent network security, trust
management, interactive entertainment, Web intelligence and multimedia.

The publications within “Advances in Intelligent Systems and Computing” are
primarily proceedings of important conferences, symposia and congresses. They
cover significant recent developments in the field, both of a foundational and
applicable character. An important characteristic feature of the series is the short
publication time and world-wide distribution. This permits a rapid and broad
dissemination of research results.

** Indexing: The books of this series are submitted to ISI Proceedings,
EI-Compendex, DBLP, SCOPUS, Google Scholar and Springerlink **

More information about this series at http://www.springer.com/series/11156

http://www.springer.com/series/11156


Manuel F. Silva • José Luís Lima •

Luís Paulo Reis • Alberto Sanfeliu •

Danilo Tardioli
Editors

Robot 2019: Fourth Iberian
Robotics Conference
Advances in Robotics, Volume 2

123



Editors
Manuel F. Silva
School of Engineering
Polytechnic Institute of Porto
Porto, Portugal

José Luís Lima
Department of Electrical Engineering
Polytechnic Institute of Bragança
Bragança, Portugal

Luís Paulo Reis
Faculty of Engineering
University of Porto
Porto, Portugal

Alberto Sanfeliu
UPC
Universitat Politècnica de Catalunya
Barcelona, Spain

Danilo Tardioli
Centro Universitario de la Defensa (CUD)
Zaragoza, Spain

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-3-030-36149-5 ISBN 978-3-030-36150-1 (eBook)
https://doi.org/10.1007/978-3-030-36150-1

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0002-4709-1718
https://doi.org/10.1007/978-3-030-36150-1


Preface

This book contains a selection of papers accepted for presentation and discussion at
Robot 2019—Fourth Iberian Robotics Conference—held in Porto, Portugal,
November 20–22, 2019. Robot 2019 is part of a series of conferences that are a
joint organization of SPR—Sociedade Portuguesa de Robótica/Portuguese Society
for Robotics and SEIDROB—Sociedad Española para la Investigación y Desarrollo
en Robótica/Spanish Society for Research and Development in Robotics. The
conference organization had also the collaboration of several universities and
research institutes, including School of Engineering of the Polytechnic Institute of
Porto, Polytechnic Institute of Bragança, University of Porto, University Politécnica
de Cataluña, University of Zaragoza/I3A, INESC TEC, Centro Universitario de la
Defensa, CeDRI and LIACC.

Robot 2019 builds upon several previous successful events, including three
biannual workshops (Zaragoza—2007, Barcelona–2009 and Sevilla–2011) and the
three previous editions of the Iberian Robotics Conference held in Madrid in 2013,
Lisbon in 2015 and Seville in 2017. The conference is focused on presenting the
research and development of new applications, on the field of robotics, in the
Iberian Peninsula, although open to research and delegates from other countries.

Robot 2019 featured five plenary talks on state-of-the-art subjects on robotics by
Mirko Kovac, Director of the Aerial Robotics Laboratory, Reader in
Aero-structures at Imperial College London and Royal Society Wolfson Fellow,
UK, on “Soft Aerial Robotics for Digital Infrastructure Systems;” Gianni A. Di
Caro, Associate Teaching Professor at the Department of Computer Science of the
Carnegie Mellon University, Qatar, on “Robot Swarms and the
Human-in-the-Loop;” Luis Merino, Associate Professor of Systems Engineering
and Automation and Co-Principal Investigator of the Service Robotics Laboratory
at the Universidad Pablo de Olavide, Spain, on “Human-Aware Decision Making
and Navigation for Service Robots;” Nuno Lau, Assistant Professor at Aveiro
University, Portugal, on “Optimization and Learning in Robotics;” and Elon
Rimon, Professor in the Department of Mechanical Engineering at the Technion–
Israel Institute of Technology, Israel, on “Perspectives on Minimalistic Robot Hand
Design and a New Class of Caging-to-Grasping Algorithms.”
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Robot 2019 featured 16 special sessions, plus a main/general robotics track. The
special sessions were about Aerial Robotics for Inspection and Maintenance;
Agricultural Robotics and Field Automation; Autonomous Driving and Driver
Assistance Systems; Autonomous Sailboats and Support Technologies;
Collaborative Robots for Industry Applications; Core Concepts for an Ontology for
Autonomous Robotics; Genealogy and Engineering Practice; Educational Robotics;
Field Robotics In Challenging Environments; Future Industrial Robotics; Intelligent
Perception and Manipulation; Machine Learning in Robotics; Mobile Robots for
Industrial Environments; Radar-Based Applications for Robotics; Rehabilitation
and Assistive Robotics; Simulation in Robotics; and the Workshop on Physical
Agents.

In total, after a careful review process with at least three independent reviews for
each paper, but in some cases 5 or 6 reviews, a total of 112 high-quality papers were
selected for publication, with a total number of 468 authors, from 24 countries,
including Aland Islands, Australia, Belgium, Brazil, Canada, Colombia, Croatia,
Czechia, Ecuador, Estonia, France, Germany, Italy, Japan, Netherlands, Pakistan,
Portugal, Puerto Rico, Spain, Sweden, United Arab Emirates, UK, USA and
Venezuela.

We would like to thank all special sessions’ organizers for their hard work on
promoting their special session, inviting the Program Committee, organizing the
special session review process and helping to promote Robot 2019 Conference.
This acknowledgment goes especially to Adrià Colomé, Alberto Olivares Alarcos,
Alejandro Mosteo, Angel Sappa, Armando Sousa, Artur Pereira, Arturo de la
Escalera, Begoña Arrue, Benedita Malheiro, Brígida Mónica Faria, Bruno Ferreira,
Cristina Manuela Peixoto Santos, Danilo Tardioli, Eurico Pedrosa, Filipe Neves dos
Santos, Francisco Bellas, Francisco Curado, Francisco Rovira Más, Germano
Veiga, Guillem Alenyà, Guillermo Heredia, Ismael García Varea, Jan Rosell, João
Quintas, Jon Agirre Ibarbia, Jorge Cabrera Gámez, José Lima, Juan C Moreno,
Julita Bermejo-Alonso, Luis Merino, Luis Piardi, Luis Riazuelo, Manuel Silva,
Miguel Ángel Cazorla Quevedo, Miguel Oliveira, Nuno Cruz, Nuno Lau, Pablo
Bustos García de Castro, Paulo Goncalves, Pedro Guedes, Pedro Neto, Raul
Morais, Ricardo Sanz, Roemi Fernandez, Vicente Matellán Olivera and Vitor
Santos.

We would also like to take the opportunity to thank the rest of the organization
members (André Dias, Benedita Malheiro, Luís Lima, Nuno Dias, Paulo Ferreira,
Pedro Costa, Pedro Guedes and Teresa Costa) for their hard and valuable work on
the local arrangements, publicity, publication and financial issues. We also express
our gratitude to the members of all the Program Committees and additional
reviewers, as they were crucial for ensuring the high scientific quality of the event
and to all the authors and delegates that with their research work and participation
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made this event a huge success. To the end of this preface, special thanks to our
editors, Springer, that was in charge of this conference proceedings edition and, in
particular, to Dr. Thomas Ditzinger.

October 2019 Manuel F. Silva
José Luís Lima
Luís Paulo Reis
Alberto Sanfeliu
Danilo Tardioli
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for Standard Plenoptic Cameras
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Abstract. Plenoptic cameras discriminate the contribution of each ray
emanating from a particular point by placing a microlens array between
the main lens and the image sensor. The collection of rays captured by
these cameras can represent the physical microlens camera array or can
be rearranged to represent a virtual camera array with a very narrow
baseline (viewpoint camera array). In this work, we extend the com-
mon camera arrays considered for standard plenoptic cameras (SPCs)
and define the geometry associated with the different virtual camera
arrays that can be obtained by shearing the lightfield (LF). This geom-
etry is validated using a publicly available calibration dataset and cali-
bration toolbox. The results show that the geometry proposed is capable
of describing the multiple viewpoint and microlens camera arrays.

Keywords: Standard plenoptic camera · Viewpoint camera array ·
Microlens camera array · Shearing

1 Introduction

Plenoptic cameras discriminate the contribution of each light ray that emanate
from a given point due to the positioning of a microlens array between the main
lens and the image sensor. This allows to project a point in the scene onto several
positions of the sensor (Fig. 2a). The collection of rays acquired by these cameras
is called a lightfield (LF) [7,11].

In this work, we will focus on the standard plenoptic camera (SPC) [15] whose
geometry generates unfocused microlens images (MIs) (Fig. 2c). SPCs define
several types of camera arrays by reorganizing the pixels captured by the camera
on the 2D raw image (Fig. 2b) [15]. The raw image displays the pixels collected
by each microlens in the microlens array (Fig. 2c) and represents the images
captured by the physical microlens array placed in front of the sensor. There is
another arrangement of pixels that is commonly used in SPCs, the viewpoint
images (VIs). These images are obtained by selecting the same pixel position
relatively to the microlens center for each microlens [15]. This rearragement
defines a virtual camera array with co-planar projection centers and with a very
narrow baseline [1].
c© Springer Nature Switzerland AG 2020
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(a) Fixed viewpoint camera
array, 5 refocusing depths

(b) Principal points array for
refocusing at depth 1 in (a)

(c) Principal points array
areas for refocusing

depths in (a)

(d) Refocusing at depth 1,
faraway cars blurred

(e) Refocusing at depth 3,
bricks texture focused

(f) Refocusing at depth 5,
nearest parrot blurred

Fig. 1. Viewpoint camera arrays obtained considering shearing for refocusing at depths
z = 0.2, 0.4, . . ., 1.0 m (a). The spacing among projection centers has been scaled 100
times to be perceptible on the 3D plot. The distribution of the principal points for the
viewpoint camera arrays at different refocusing depths are depicted in (b) and (c). The
corresponding refocused images are depicted in (d), (e) and (f).

A SPC allows to define additional cameras that collect rays that intersect
at an arbitrary point in the scene [13] either by applying a shearing operation
or creating surface camera images (SCams). Although these strategies are com-
monly used for disparity estimation [5,16], the geometry associated with the
corresponding cameras has not been defined. In this work, we derive the map-
pings between a SPC [6] and the multiple viewpoint and microlens camera arrays
that can be obtained from this camera.

In terms of structure, we present in Sect. 2 a review of the camera array map-
pings for SPCs. In Sect. 3, we introduce the SPC model and the viewpoint and
microlens camera arrays mappings considered in the literature from this model.
The generalized mappings proposed for the viewpoint and microlens camera
arrays are presented in Sect. 4. In Sect. 5, these mappings are validated experi-
mentally and the major conclusions are presented in Sect. 6.

Notation: Italic letters correspond to scalars, lower case bold letters correspond
to vectors, and upper case bold letters correspond to matrices. Vectors repre-
sented in homogeneous coordinates are denoted by (̃·).
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2 Related Work

Dansereau et al. [6] proposed a mapping between the LF in the image space
defined in pixels and microlenses indices and the LF in the object space defined
by a position and a direction in metric units (Fig. 2a). Nonetheless, there is not
provided a connection between this mapping and the projection matrix for either
the microlens or viewpoint cameras. The definition of the projection matrices
for the microlens and the viewpoint cameras appeared in the work of Bok et al.
[4]. The geometry of the camera arrays is described using the parameters of the
optical setup and the knowledge of the corresponding microlenses centers in the
raw image but no relationship with the originally proposed model for SPCs [6] is
provided. Additionally, the geometry proposed for the viewpoint cameras does
not explain the zero disparity for points in the world focal plane of the main
lens.

Marto et al. [12] represented a camera array composed of identical co-planar
cameras using a mapping similar to the one proposed by Dansereau et al. [6].
However, the mapping proposed does not explain the zero disparity. The map-
ping between the SPC model [6] and the viewpoint camera array that is consis-
tent with the zero disparity for points in the world focal plane of the main lens is
described in [1]. This model for the viewpoint cameras consider co-planar cam-
eras with a shifted principal point among the different viewpoint cameras. The
corresponding mapping between the SPC model [6] and the microlens camera
array is described in [2].

In this work, we extend the characterization of the microlens and viewpoint
camera arrays found in the literature [1,2,4] and define the geometry of the
several cameras that can be defined by collecting the rays captured by a SPC
that intersect in an arbitrary point in the object space.

3 Standard Plenoptic Camera

A SPC can be represented by a 5 × 5 matrix H [6] which maps rays Φ̃ =
[i, j, k, l, 1]T in the image space to rays Ψ̃ = [s, t, u, v, 1]T in the object (metric)
space:

Ψ̃ = H Φ̃ (1)

where rays Φ are parameterized using pixels (i, j) and microlenses (k, l) indices
and rays Ψ are parameterized using a position (s, t) and a direction (u, v) defined
on a plane Γ in metric units [14] (Fig. 2a). The mapping H [6] has 12 non-zero
entries

H =

⎡
⎢⎢⎢⎢⎣

hsi 0 hsk 0 hs

0 htj 0 htl ht

hui 0 huk 0 hu

0 hvj 0 hvl hv

0 0 0 0 1

⎤
⎥⎥⎥⎥⎦

. (2)
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(a)

(b)

(c)

Fig. 2. Geometry of a SPC whose main lens focal plane corresponds to plane Ω (a). The
LF in the image space is parameterized using pixels (i, j) and microlenses (k, l) indices
while the LF in the object space is parameterized using a point (s, t) and a direction
(u, v) defined on the parameterization plane Γ . (b) shows a raw image acquired with
a SPC with the mains lens world focal plane placed near the wall and (c) exhibits the
details of the microlenses in red box A.

In the following, we denominate H as the lightfield intrinsics matrix (LFIM) 1.
One ray Ψ = [s, t, u, v]T can be represented as one parametric 3D line [8],

namely [x, y, z]T = [s, t, 0]T + λ[u, v, 1]T for λ ∈ IR. Therefore, the LFIM matrix
(2) allows to define the relationship between an arbitrary point [x, y, z]T in the
object space and the ray Φ in the image space [14] as

[
x
y

]
= Hst

ij

[
i
j

]
+ Hst

kl

[
k
l

]
+ hst + z

(
Huv

ij

[
i
j

]
+ Huv

kl

[
k
l

]
+ huv

)
(3)

where the LFIM is partitioned in four 2 × 2 sub-matrices and two 2 × 1 vectors
hst = [hs, ht]

T and huv = [hu, hv]T . The sub-matrices follow the notation H(·)
(·)

where the subscript selects the columns and the superscript selects the lines, i.e.
for example, Hst

ij selects the first two columns, denoted by ij, and the first two
lines, denoted by st.

Viewpoint Camera Array. The SPC can be represented by a camera array
of viewpoints [1]. Let us represent the viewpoint camera array by a parametric
projection matrix Pij varying with the coordinates (i, j)

Pij = Kij
[
I3×3 tij

]
cTw (4)

1 We note that LFIM is a simplified term, as H effectively contains intrinsic parameters
information, however, it also contains baseline information, as detailed in Sect. 3.
Conventional extrinsic parameters, as found in pinhole camera models, defining a
world coordinate system, are in fact not contained in H.
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where Kij denotes the intrinsic matrix, I3×3 is a 3× 3 identity matrix, tij is the

projection center and cTw =
[

cRw
ctw

01×3 1

]
defines the rigid body transformation

between the world and camera coordinate systems with rotation cRw ∈ SO(3)
and translation ctw ∈ IR3, and 01×3 is the 1 × 3 null matrix. Note that the
intrinsic matrix and the projection center are different for each viewpoint camera
(i, j). More in detail, the intrinsic camera model takes into account that the
principal point is different for each viewpoint while the scale factor remains the
same. The intrinsic matrix and projection center are

Kij =

⎡
⎢⎣

1
huk

0 − hu

huk
− i hui

huk

0 1
hvl

− hv

hvl
− j

hvj

hvl

0 0 1

⎤
⎥⎦ and tij = −

⎡
⎢⎢⎢⎣

hs − hsk

huk
hu + i

(
hsi − hsk

huk
hui

)

ht − htl

hvl
hv + j

(
htj − htl

hvl
hvj

)

− hsk

huk

⎤
⎥⎥⎥⎦ .

(5)

Microlens Camera Array. The SPCs can also be represented by a microlens
camera array [2]. Let us represent the microlens camera array by a parametric
projection matrix Pkl varying with the coordinates (k, l)

Pkl = Kkl
[
I3×3 tkl

]
cTw (6)

where Kkl denotes the intrinsic matrix and tkl is the projection center. As for
the viewpoint camera array, the intrinsic matrix and the projection center are
different for each microlens camera (k, l). Namely, the intrinsic camera model
takes into account that the principal point is different for each microlens while
the scale factor remains the same. The intrinsic matrix and projection center are

Kkl =

⎡
⎢⎣

1
hui

0 − hu

hui
− k huk

hui

0 1
hvj

− hv

hvj
− l hvl

hvj

0 0 1

⎤
⎥⎦ and tkl = −

⎡
⎢⎢⎢⎣

hs − hsi

hui
hu + k

(
hsk − hsi

hui
huk

)

ht − htj

hvj
hv + l

(
htl − htj

hvj
hvl

)

− hsi

hui

⎤
⎥⎥⎥⎦ .

(7)

4 Generalized Camera Arrays

In Sect. 3, one defined a parametric projection matrix to define either a viewpoint
or a microlens array. In this section, one shows that a plenoptic camera can define
multiple camera arrays by collecting rays with different combinations of pixel and
microlens coordinates.

Consider the LF in the object space LΓ (s, t, u, v) acquired by a plenoptic
camera with the plane Ω in focus (Fig. 2a). The LF captured by the plenop-
tic camera can be defined on another plane by shifting the parameterization
plane along the normal to the plane Γ . Assuming that the plane Π is at a dis-
tance dΓ→Π from the plane Γ , one can re-parameterize the LF captured by the
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plenoptic camera relatively to the plane Π [3], LΠ (q, r, u, v), by Ψ̃Π = D Ψ̃
where

D =

⎡
⎢⎢⎢⎢⎣

1 0 dΓ→Π 0 0
0 1 0 dΓ→Π 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎦

, (8)

and Ψ̃Π = [q, r, u, v, 1]T correspond to rays parameterized by a point (q, r) and a
direction (u, v) on plane Π. Mapping the LF in the object space LΓ (s, t, u, v) to
the LF in the image space L (i, j, k, l) by the intrinsic matrix H (2), one obtains

Ψ̃Π = D H Φ̃ . (9)

The new intrinsic matrix HΠ = DH allows to relate the LF in the object space
LΠ (q, r, u, v) and the LF in the image space L (i, j, k, l). The re-parameterization
(9) allows to define a constraint to identify the rays that intersect at an arbitrary
point of the plane Π [13]. Let Φa and Φb be two rays in the image space with
the same coordinates (q, r) on plane Π, by taking their difference one defines a
constraint on the LF coordinates in the image space as

[
0
0

]
= Hqr

ij

[
Δi
Δj

]
+ Hqr

kl

[
Δk
Δl

]
(10)

where Δ (·) = (·)b − (·)a, and Hqr
(·) corresponds to 2 × 2 sub-matrices of HΠ

obtained from selecting the entries of the first two rows, denoted by qr, and
selecting either the entries of the 1st and 2nd columns, denoted by ij, or the
3rd and 4th columns, denoted by kl. Using the constraint (10) and considering
(ir, jr) as reference coordinates to enforce the constraint, one defines a sampling
on the viewpoint coordinates (i, j) as

kS = k + βik (i − ir) ∧ lS = l + βjl (j − jr) (11)

where the parameters βik = − hsi+ dΓ →Π hui

hsk+ dΓ →Π huk
and βjl = −htj+ dΓ →Π hvj

htl+ dΓ →Π hvl
corre-

spond to the disparities considered on the VIs for a point at depth dΓ→Π .
The sampling (11) corresponds to the sampling performed during the shear-

ing operation defined by Tao et al. [16]. The shearing can be interpreted as
a redefinition of the epipolar plane images (EPIs) [15,16] of the acquired LF
L (i, j, k, l) according to a given slope that corresponds to disparity on the VIs.
Assuming that βik = βjl = β and denoting the rays in the sheared LF as
ΦS = [i, j, kS , lS ]T , the relationship between the rays of the acquired and the
sheared LF (11) can be redefined as

Φ̃S =

⎡
⎢⎢⎢⎢⎣

1 0 0 0 0
0 1 0 0 0
β 0 1 0 −β ir
0 β 0 1 −β jr

0 0 0 0 1

⎤
⎥⎥⎥⎥⎦

︸ ︷︷ ︸
U

Φ̃. (12)
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The matrix U allows to define a virtual microlens camera (kS , lS) that collects
rays from the acquired LF that intersect at a common point in plane Π. Let us
analyze the influence of shearing on the camera arrays presented in Sect. 3.

Viewpoint Camera Array. Following the strategy defined in [1] to compute
the caustic surface, one can conclude that the caustic profile for the non-sheared
and sheared viewpoint camera (i, j) is the same. Namely, the constraint to ensure
a unique projection center does not change as well as the location of the pro-
jection center relatively to the non-sheared viewpoint camera. The projection
matrix Pij

S for the sheared viewpoint camera is obtained considering the back-
projection equation (3) redefined with the LFIM HS = H U and solving rela-
tively to (k, l). This gives a projection matrix defined by

Pij
S = Kij

S

[
I3×3 tij

]c
Tw (13)

where Kij
S denotes the intrinsic matrix for the sheared viewpoint camera. More

in detail, the camera model for the sheared viewpoint camera only differs on the
principal point relatively to the non-sheared viewpoint camera counterpart (4)
(Fig. 1b–c), which is consistent with the strategy to translate the VIs to perform
shearing of the LF [10,16]. The intrinsic matrix is given by

Kij
S =

⎡
⎢⎣

1
huk

0 − hu

huk
− i hui

huk
− β (i − ir)

0 1
hvl

− hv

hvl
− j

hvj

hvl
− β (j − jr)

0 0 1

⎤
⎥⎦ . (14)

Setting β = 0, the intrinsic matrix Kij
S (14) reduces to the intrinsic matrix Kij

(5).

Microlens Camera Array. Following the strategy defined in [2] to compute
the caustic surface, one can conclude that the caustic profile for the sheared
microlens camera (k, l) is different from the non-sheared counterpart. Namely,
the constraint to ensure a unique projection center is given by

hsi + βhsk

hui + βhuk
=

htj + βhtl

hvj + βhvl
, (15)

and the projection center is defined on a plane at a depth zβ = − hsi+βhsk

hui+βhuk

(Fig. 3) by

tkl
S = −

⎡
⎢⎣

hs + zβ hu +
(
hsk + zβ huk

)
(k − β ir)

ht + zβ hv +
(
htl + zβ hvl

)
(l − β jr)

zβ

⎤
⎥⎦ . (16)

The projection matrix Pkl
S for the sheared microlens camera is obtained consid-

ering the back-projection equation (3) redefined with the LFIM HS and solving
relatively to (i, j). This gives a projection matrix defined by

Pkl
S = Kkl

S

[
I3×3 tkl

S

]c

Tw (17)
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(a) Microlens camera arrays for
different refocused depths

(b) Microlens cameras corresponding
to surface points (SCams)

Fig. 3. Microlens camera arrays obtained considering shearing for refocusing at dif-
ferent depths for the synthetic Table dataset [9]. Shearing allows to obtain microlens
cameras with projection centers at different depths (a). These cameras obtain relevant
information for depth estimation [5] when the projection center corresponds to a sur-
face point, i.e. a SCam is defined (b). The viewpoint camera array is represented in
blue with the spacing among projection centers scaled by 4 times.

where Kkl
S denotes the intrinsic matrix for the sheared microlens camera and is

given by

Kkl
S =

⎡
⎢⎣

1
hui+β huk

0 −hu−β huk ir

hui+β huk
− k huk

hui+β huk

0 1
hvj+β hvl

−hv−β hvl jr

hvj+β hvl
− l hvl

hvj+β hvl

0 0 1

⎤
⎥⎦ . (18)

Setting β = 0, the intrinsic matrix Kkl
S (18) and the projection center tkl

S (16)
reduce to the intrinsic matrix Kkl and projection center tkl defined in (7). Addi-
tionally, if we replace β = − hsi+ dΓ →Π hui

hsk+ dΓ →Π huk
in zβ , one can see that the depth of

the projection center corresponds to the plane Π at dΓ→Π .

Generalized EPI Geometry. Considering Eq. (3) and the sheared viewpoint
cameras (13), one can obtain the EPI geometry that relates the depth of a point

with the disparity on the VIs
[

Δk
Δi , Δl

Δj

]T

for the sheared LF

Δk

Δi
= − hsi + zhui

hsk + zhuk
− β and

Δl

Δj
= −htj + zhvj

hvl + zhvl
− β . (19)

The EPI geometry shows that the zero disparity plane, also known as the optical
focal plane [15] of the SPC main lens is affected by the shearing operation. This
is in accordance with the creation of a virtual focal plane during the refocus
operation that implicitly requires a shearing of the LF [15] (Fig. 1d–f). These
equations reduce to the ones presented in [12] for β = 0.

5 Experimental Results

In this section, the mappings proposed in Sect. 4 are validated experimentally
using the publicly available calibration dataset [6] (Dataset A) acquired with
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a 1st generation Lytro camera. Namely, the viewpoint and microlens cameras
obtained after calibration of the sheared versions of the calibration dataset LFs
are compared with the cameras obtained using the mappings proposed in Sect. 4
with the LFIM obtained from the calibration of the non-sheared calibration
dataset.

Let us start by calibrating the non-sheared calibration dataset using the
calibration procedure [6]. The estimated LFIM H (2) and the corresponding
viewpoint (4) and microlens (6) cameras are given in Tables 1 and 2, respectively,
where k

(·)
nm denotes the entry (n,m) of the intrinsic matrix and t

(·)
n denotes the

entry n of the projection center associated with the viewpoint (i, j) or microlens
(k, l). Using the values in Table 1 and the mappings (13) and (17), one obtains
the characterization of the camera arrays for different values of disparity β.

Table 1. LFIM obtained after calibration of Dataset A [6] with hsk = htl = 0.

hsi hs htj ht hui huk hu hvj hvl hv

0.0003 −0.0013 0.0003 −0.0013 −0.0011 0.0019 −0.3508 −0.0011 0.0019 −0.3515

Table 2. Intrinsic matrices and projection centers for viewpoint and microlens cameras.
These values are obtained after applying the mappings (5) and (7) with Δi = Δj = 1
and Δk = Δl = 1, respectively.

k
ij
11 k

ij
22 k

ij
13 k

ij
23 t

ij
1 t

ij
2 t

ij
3 kkl

11 kkl
22 kkl

13 kkl
23 tkl

1 tkl
2 tkl

3

538.6 534.9 189.6 188.6 0.001 0.001 0 881.0 892.0 −307.5 −311.9 −0.081 −0.081 −0.227

The characterization of the viewpoint and microlens cameras obtained using
the mappings proposed in Sect. 4 is compared with the characterization obtained
by applying (4) and (6) to the LFIM obtained from the calibration of the sheared
versions of the calibration dataset LFs. The sheared LFs are obtained consider-
ing different disparities β for the re-parameterization of the EPIs (shearing). The
disparities considered range from 0.1 to 2.0 pixels. Figure 4 depicts the entries of
the viewpoint intrinsic matrix and projection center with the disparity β used for
shearing considering a unitary displacement from the reference viewpoint (ir, jr),
i.e. Δi = Δj = 1. Similarly, Fig. 5 depicts the entries of the microlens intrinsic
matrix and projection center considering Δk = Δl = 1. Tables 3 and 4 represent
the mean and Standard Deviation (STD) of the errors ε(·) =

∣∣∣(·)M − (·)E
∣∣∣ /

∣∣∣(·)M
∣∣∣,

in percentage, for each entry of the intrinsic matrix and projection center for the
viewpoint and microlens camera, respectively. In the error ε(·), (·)M corresponds
to the entries obtained from the mappings (13) and (17), and (·)E corresponds to
the entries obtained from the mappings (4) and (6).

The viewpoint mapping (13) models the changes with the disparity β very
accurately (Fig. 4). In Table 3, one can see that the mean error is below 0.2%
which shows that the estimate values are in accordance with the mapping (13).
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The difference on the estimated values appears to be the result of the interpo-
lation and discretization that occurs in the shearing operation. This also affects
the position of the detected corners that are used in the calibration.

The microlens mapping (17) also models the changes with the disparity β
very accurately except for β = 0.6 (Fig. 5). This disparity value is close to the
singularity that occurs for β = −hui/huk = 0.611 which causes some numer-
ical instability in the mapping. Indeed, in Table 4, one can see that the mean
error considering all disparity values is below 4.5%. Nonetheless, removing the
disparity β = 0.6, one obtains a mean error below 0.5% which shows that the
estimate values are in accordance with the mapping (17). Notice that the view-
point mapping obtains a lower error than the microlens mapping. This can be
justified by the strategy of the calibration procedure [6] that calibrates a SPC
using detected corners on VIs.

Table 3. Mean and STD error, in percentage, for each entry of the viewpoint intrinsic
matrix and projection center.

kij11 kij22 kij13 kij23 tij1 tij2

0.022± 0.018 0.022± 0.017 0.004± 0.003 0.002± 0.002 0.174± 0.067 0.100± 0.075

Table 4. Mean and STD error, in percentage, for each entry of the microlens intrinsic
matrix and projection center. First line considers all disparity values while the second
line excludes the disparity β = 0.6.

kkl
11 kkl

22 kkl
13 kkl

23 tkl
1 tkl

2 tkl
3

1.85 ± 6.45 4.45 ± 19.07 1.84 ± 6.45 4.44 ± 19.07 1.89 ± 6.38 1.89 ± 6.38 1.90 ± 6.38

0.41 ± 0.44 0.19 ± 0.18 0.40 ± 0.44 0.18 ± 0.18 0.47 ± 0.42 0.47 ± 0.42 0.48 ± 0.43

(a) (b) (c)

Fig. 4. Variation of viewpoint camera intrinsic matrix and projection center with dis-
parity β for shearing. These entries are estimated considering that Δi = Δj = 1. The
scale factors of the intrinsic matrix kij

11 and kij
22 are represented in (a). The principal

point
[
kij
13, k

ij
23

]T
is depicted in (b). In (c), the x- and y- components of the projection

are presented. The z-component of the projection center is not represented since it is
always zero regardless of the disparity β considered for shearing.
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(a) (b)

(c) (d)

Fig. 5. Variation of microlens camera intrinsic matrix and projection center with dis-
parity β for shearing. These entries are estimated considering that Δk = Δl = 1. The
scale factors of the intrinsic matrix kkl

11 and kkl
22 are represented in (a). The principal

point
[
kkl
13, k

kl
23

]T
is depicted in (b). The x- and y- components of the projection are

presented in (c) while the z-component is presented in (d).

6 Conclusions

In this work, one defined the geometry of the multiple camera arrays that can be
obtained from the rays captured by a SPC. This geometry extends the charac-
terization of the microlens and viewpoint camera arrays found in the literature
[1,2,4] and that are associated with the images that can be obtained directly from
the LF acquired by a SPC. The mappings proposed for the different microlens
and viewpoint cameras obtained after shearing were validated using a publicly
available dataset and calibration toolbox [6]. The results show that the mappings
proposed are in accordance with the calibration estimates obtained.

In terms of future work, we want to characterize the camera arrays originated
considering a sampling on the microlens coordinates (k, l) instead of the sampling
on the viewpoint coordinates (i, j) considered in this work.

Funding. This work was supported by the Portuguese Foundation for Science and

Technology projects [UID/EEA/50009/2019] and [PD/BD/105778/2014], the RBCog-

Lab [PINFRA/22084/2016] and FIREFRONT [PCIF/SSI/0096/2017].
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Using G2-Spline Path Planning and
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Abstract. When a robot has to interact with a person in a dynamic
environment, it has to navigate to reach a close distance and to be in
front of the person. This navigation has to be smooth and take care of the
person’s movements, the static obstacles and the motion of other people.
In this paper, we present a new method to approach a person, that
combines G2-Splines (G2S) paths with the Extended Social Force Model
(ESFM) to allow the robot to move in dynamic environments avoiding
static obstacles and other people. Moreover, we use the Bayesian human
motion intentionally prediction (BMP) in combination with the Social
Force Model (SFM) to be able to approach a moving person and also to
avoid moving people in the environment. The method computes several
paths using the G2S and taking into account the person’s position and
orientation. Then, the method selects the best path using several costs
that consider distance, orientation, and interaction forces with static
obstacles and moving people. Finally, the robot is controlled with the
ESFM to follow the best path. The method was validated by a set of
simulations and also by real-life experiments with a humanoid robot in
a dynamic environment.

Keywords: Human-robot approaching · Robot navigation ·
Human-robot interaction · Human-robot collaboration

1 Introduction

Our society is evolving to include intelligent robots in daily live, which have to
interact and collaborate with humans. These robots have to develop several skill
and behaviors, among them social or collaborative navigation [8,14], learning
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Fig. 1. The robot uses the implemented method to approach a static and moving
person, while avoiding several static obstacles of the environment.

how to approach people and develop original ways of reaching them [4,18], or
understanding and predicting human intentions [6,12,22].

Social navigation and approach a person are common tasks for people. We
tend to approach other people when: we need help to arrive at a specific place,
we want to buy something in a shop, we meet someone somewhere or we know
someone in the street, and so on.

For humans moving around people and obstacles while approaching one per-
son socially and predictably is very natural, but for robots is a challenging behav-
ior, that implies develop different skills to be able to do different things at the
same time. In particular, robots have to navigate autonomously towards humans,
predict people movement, recognize the person to be approached and know its
position and orientation, deal with uncertainties like momentary occlusions of
the approached person by other people, approach in a human-like way and ini-
tiate interactions following social rules and patterns. Furthermore, the difficulty
increases if the person to be approached is moving. Figure 1 shows two real
experiments, firstly the robot approaches a static person (the two fist images at
left) and secondly approaches a dynamic person (the two last images at right),
while it has to avoid several static obstacles of the environment.

Some researches like Carton et al. [3,4] try to use appropriate human-like
features, such as smooth trajectory shapes, specified approach speed, appropri-
ate human-robot distance, etc. With these characteristics the approaching of the
robot appears significantly more natural, enhancing non-verbal interaction ini-
tiation with humans, mutual collision avoidance and reduction of interference.
Also, Takayama et al. [20] do a user study to know the influence of several fac-
tors in the preferences of the personal spaces in the approaching behavior for
Japanese people. Furthermore, Joosee et al. [13], study the appropriateness of the
robot’s approach behavior in different cultures, where they found that Chinese
participants prefer closer approaches compared to participants from the U.S. or
Argentina. In our work, we also try to use most of these human-like features.

Other methods to approach some people are based on learning algorithms
like in [1], where they use learning methods to find the personal comfort field,
without invading the personal space. That work is based on an on-line learning
algorithm where the robot learns user’s specific personal comfort space from
user’s reactions, by exploring regions nearby the user to search for a more



Robot Navigation to Approach People Using G2S and ESFM 17

comfortable approaching trajectory. Another method is based on the collection
of real data to obtain human-like approaching behaviors like in [2], where they
collect navigation trajectories in which a person approaches to another human,
to create a model that can be used by a robot’s path planner to get more socially
acceptable paths.

In our institute, we started to develop methods to approach a person in [16],
where the robot tries to approach a person while accompanying another person.
The model includes a framework to calculate a moving goal taken into account
the movement of the approached person, the movement of the group and the best
path to go throw the obstacles of the environment. After that in [17] we enhanced
the previous approach by computing the best encounter point using a gradient
descent method, taking into account all people’s predictions. In the encounter
point, the robot performs a triangle formation to achieve an engagement with
both people.

Now in this paper, we go a step further from the previous approaching meth-
ods realizing a path planning algorithm that allows us to have a more human-like
robot navigation to approach a person. First, we obtain some smoothed paths
using G2-Splines computation; then, we formulate a new cost function, to select
the best path to go to the goal while avoiding collisions with the entities in the
environment, which uses the social forces presented in the ESFM [8]. Further-
more, we use the ESFM to control the robot to deal with real-time navigation
in dynamic environments. The computation is done online and in real-time, to
keep the environment constantly updated and to have always a feasible path for
the robot.

In the remainder of the paper, we start by introducing the implemented
approach, that combines the G2-Splines (G2S) with the Extended Social Force
Model (ESFM) in Sect. 2. Then, we show the developed metrics of performance
to evaluate the task in Sect. 3. In Sect. 4 we include the simulation results. The
real-life experiments with our robot are shown in Sect. 5. Finally, Sect. 6 presents
the conclusions.

2 Extended Social Force G2-Spline Navigation Method
to Approach a Person

In this section, we present a robot navigation method to approach a person that
combines the G2-Splines [15] (G2S) path planning with the Extended Social
Force Model (ESFM) [8]. The path planning algorithm for the robot behavior is
summarized in Algorithm 1. In Fig. 1 you can see two different instants of time
of two approaching situations and in Fig. 2, you can see a simulation example
of the path planning generation. In this article, we have used a similar notation
of [8].

The basic idea is to start approaching a person when the robot is close to
he/she (around 15 m), using a combination of G2S path planning and ESFM. The
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Algorithm 1. AKP approaching(sini,Δt)
1: Initialize T (V, E) ← {∅}
2: V ← sini

3: {Dgoal
pj ,n} = scene prediction(sini)

4: {Dgoal
r,n } = final destinations(sini, N)

5: for n = 1 to N do
6: {x1, ..., xk} = splines generation(sini, D

goal
r,n ) � x1 = sini and xk = Dgoal

r,n

7: for i = 1 to K do
8: uri = calculate edge(xi, xi+1, i, distcol)
9: end for

10: Jn = path cost computation({x1, ...,xk},{ur1 , ...,urk})
11: end for
12: [Dgoal

r,best, Jbest] = best path selection({J1, . . . JN})
13: urf = calculate edge(sini, stepgoal, index, distcol)
14: snew = robot propagation(sini, urf )
15: snew = orientation adjusting(snew)
16: V ← {snew, Jbest}
17: E ← {urf }
18: return branch(T )

method assumes that the robot has to move from its location up to a surrounding
circle around the person that has 1.5 m of radius, and we suggest a 5 good final
goal locations over this circle to approach that person, covering and angle view
of 80◦ around the point to face directly the person (their computation is better
explained, next in the algorithm). We use only 5 final destinations around the
person to allow the robot to do not approach directly facing the person if it is
necessary, but neither allow the robot to approach the person very laterally using
a difference of orientations between them smaller than 45◦. You can see how these
5 final locations are distributed around the person in the upper images of Fig. 2.
The distance between the person and the robot was based on a previous work
of our institute [9]. At each cycle time, the robot computes G2-Splines paths
to go from its current position to each one of the 5 possible final destinations.
For each one of the paths, the algorithm uses the ESFM to evaluate the paths
(and selects the best one) and to control the robot approaching behavior, while
avoiding static and moving obstacles (moving people). As the environment is
dynamic (has other people around), the robot has to generate new paths in each
iteration (every 0.2 s) in order to adapt to it.

In the following, we will present the entire procedure to obtain the approach-
ing behavior of the robot. At each iteration a robot plan is computed, and the
linear and angular velocities of the robot state, included in snew, are executed
by the robot controller to move it. The input of the algorithm is the sini ∈ S,
where S = Sr ×∪Spi

is the state that contains the information of the robot state
plus all people’s states considered on the scene, included the approached person
(see [8]). This state includes position, velocity and orientation for the robot and
people. Moreover, the cycle time is set to Δt = 0.2 s (It is the maximum time
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allowed by the controller to work in real time). Furthermore, all the laser scans
are processed to obtain the static and dynamic obstacles of the environment.

In the function scene prediction(sini), the robot infers all the final des-
tinations for all the people of the environment, Dgoal

pj ,n, by using the people’s
direction of movement, and using these destinations and SFM [11] to predict the
people paths inside a window of time of 5 s, using the BMP [6].

Then, the algorithm computes N = 5 candidate paths using the G2-Splines
function [15], in splines generation(). Moreover, the needed information to
generate a path is only related to the initial and final states. For details we
refer to [15]. Then, these paths start in the robot position and finish around
the position of the approached person. To find the final destinations of all the
paths we use the function in Algorithm 1-line 4. This function computes 5 final
destinations at 1.5 m around the position of the approached person, taking into
account the person orientation and computing the possible final states starting
from the one facing directly the person in front of it and using an increment of
±20◦ or ±40◦ from the starting goal, where the robot face directly the person in
front of it, to both sides (left and right) to compute the other four approaching
positions. We use this type of geometric splines, because they present very nice
properties: the quintic G2-Splines offers flexibility and, since they are geometric
polynomials of 5th order with second order geometric continuity (G2), the cur-
vature κ is continuous. Furthermore, to obtain the robot iterative and dynamic
behavior we need to split these paths of the G2-Splines in K steps with length
of 0.2 m. This length is the maximum distance that can cover the robot during
one iteration time of the algorithm, due to the maximum robot’s velocity that
is 1 m/s and the maximum iteration time of the robot’s controller that is 0.2 s
(this not mean that the robot always cover this path distance, it depends of the
resultant force of this step of the path, this distance is only the maximum one to
allow the robot to navigate at its maximum speed if does not have any obstacles
around). Then, we obtain the robot steps {x1, ..., xk} inside the path.

After that for each path we need to know the forces in each step of the path,
because the robot navigates using the ESFM. These forces follow the Helbing
definition [11] and are computed in function calculate edge(), where distcol

defines the radius of the circular area were the interactions with obstacles and
other people are considered. The ESFM to control the robot uses as local goals
the steps of the path computed by the G2-Splines and includes repulsive forces
between the robot and static and dynamic obstacles, like people. According to
the model, both humans and robots are free particles in a 2D space, following
the laws of Newtonian mechanics, and the resulting force F e that governs the
trajectory of the movement of each entity ( e = {r, p}, where the entity e can
be robot (r) or person (p)) is described in Eq. 1. This force is used to control
the robot in a dynamical environment where people or other robots are moving
around, and also to predict the people movement.

F e = αfgoal
e,d (Dgoal

e,n ) + γ

( ∑
j∈P

f int
e,j +

∑
b∈R

f int
e,b

)
+ δ

∑
o∈O

f int
e,o , (1)
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where, P , O and R are the sets of people, obstacles and robots of the envi-
ronment, respectively. The resultant force, F e, is composed by the attractive
force until the destination and the repulsive forces respect other people, robots
or obstacles. Furthermore, the {α, γ, δ} parameters were used in [7], to imple-
ment three different robot behaviors (aware, balanced and unaware) and here
we select different robot behaviors respect to the final goal, and the people and
obstacles interactions, that face better our approaching case. We set these param-
eters equal to {α = 1.2, γ = 1.4, δ = 1.0}, to allow a balanced robot behavior
respect obstacles, an aware behavior respect people and an intermediate behav-
ior between unaware and balanced respect to the final goal. The aware robot’s
behavior respect people allows the robot to hinder less the people’s path.

The first force of Eq. 1 is the attraction force to reach the goal Eq. 2. This
force assumes that the entity tries to adapt its velocity within a relaxation time
k−1 to arrive to the destination and is given by:

fgoal
e,d (Dgoal

e,n ) = k(v0
e(D

goal
e,n ) − ve) (2)

where k = 1/τ , and τ is the time for a human to take a step, 0.5 s approx-
imately. ve is the current velocity of the entity, Dgoal

e,n is any of the possible
final destinations for the robot or people and v0

e(D
goal
e,n ) is the desired velocity

to reach the goal. Moreover, each repulsive interaction forces are modeled using
the Helbing [11] social force model, as:

f int
e,z = Aeze

(dez−de,z)/Bez d̂e,zw(ϕe,z, λez) (3)

where z ∈ P ∪ O ∪ R is either a person or a static obstacle or a robot, of the
environment. Aez and Bez denote respectively the strength and range of the
repulsive interaction force, between e and z. de,z is the distance between the
centers of the two entities, and dez ≡ re + rz, is a parameter that depends
only from the interaction between each type of entities. Moreover, given the
limited field of view, influences might not be isotropic, requiring then a scaling
anisotropic factor, w(ϕe,z, λez), further details in [5]. Finally, all the parame-
ters {k,Aez, Bez, λez, dez} are defined depending on the interaction type, where
we use the parameters learned in [21] for the interaction force between robot-
obstacle, and we use the parameters learned in [5] for the interaction force
between human-robot.

Now, we need to calculate the final cost of each path, Algorithm 1-line 10,
to be able to finally select the best path, Jbest, until the best final destination,
Dgoal

r,best, using the cost, Algorithm 1-line 12. The best path has the minimum cost
and the cost for each path requires three steps calculation. First, each individual
cost function of J(S,U) = [Jd(S), Jor(S), Jp(U), Jo(U)] is computed. There are
multiple objectives to be minimized in dynamic planning, and we use different
and independent criteria, where each single cost is related to the considered
criteria: distance of all the steps of the path (path length), change of the robot
orientation during all the steps of the path (path curvature) and repulsive forces
respect to people and obstacles during all the steps of the path according to the
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Algorithm 2. Robot propagation
1: function Robot propagation(sini, urf , Δt)

2: sini = [xti , yti , θti , vti , ωti , ti]
T

3: avti
= fx cos(θti) + fy sin(θti)

4: aωti
= −fx sin(θti) + fy cos(θti)

5: vti+1 = vti + avti
· Δt

6: ωti+1 = ωti + aωti
· Δt

7: xti+1 = xti + vti cos(θti) · Δt + avti
cos(θti) · Δt2/2

8: yti+1 = yti + vti sin(θti) · Δt + avti
sin(θti) · Δt2/2

9: θti+1 = θti + ωti · Δt + aωti
· Δt2/2

10: return snew = [xtn , ytn , θtn , vtn , ωtn , tn]T

11: end function

ESFM (interactions between people and obstacles). Each different cost computed
for all the steps along the path is defined by:

Jd(S) =
tend∑
tini

||xr(t + 1) − xr(t)||2, Jor(S) =
tend∑
tini

||θr(t + 1) − θr(t)||2,

Jp(U) =
tend∑
tini

P∑
i=1

||upi
(t)||2, Jo(U) =

tend∑
tini

O∑
i=1

||uoi
(t)||2

where, xr = (xr, yr) is the robot position, θr is the robot orientation upi
(t)

and uoi
(t) are the repulsive forces respect to people and obstacles. Second, in

order to avoid the scaling effect of a weighted-sum method, each cost function
is normalized to (−1, 1), with Eq. 4-left. Third, a projection via weighted sum is
obtained with Eq. 4-right to convert the multi-cost function in a single cost for
each path.

J̄i(X) = erf

(
x − μx

σx

)
, J(S,U) = wi

∑
i

J̄i(S,U) (4)

Finally, the algorithm selects the best path that has the minimum cost,
which represents minimum distance and minimum orientation changes, as well
as avoiding interactions between people and obstacles. Then, we use the func-
tion calculate edge() to obtain the resultant force Eq. 1, urf

= (ax, ay) =
(Fxr, Fyr)/mr, to move the robot following the best path, where mr = 1. Now,
the entity means robot. Next, with function robot propagation() of Algo-
rithm 2, we convert the forces into linear and angular accelerations to propagate
the robot position and to obtain the angular and linear velocities that needs our
robot controller to move the robot. It is to say that we obtain snew for the robot.
Finally, the function orientation adjusting() is used to adjust the robot ori-
entation until obtain a small difference, less than 20◦, between its orientation
and the desired orientation of the best path, only if the robot reaches the final
goal with a big difference of orientation.
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3 Metrics of Performance for Positioning the Robot
Respect to the Approached Person

In this section, the performance metrics used to evaluate the robot behavior are
described. These metrics are based on previous studies on humans [19] and the
proxemic rules, proposed by Hall [10]. Furthermore, the limits of the interaction
distances used were based on a previous work of our institute [9], and a similar
version of these performances is included in [17].

The final position of the robot respect to the approached person was eval-
uated using three types of performance metrics. One related with proxemics,
based on several areas of performance, to obtain if the robot arrives to the best
approached area to face the person. Other two metrics that serves to differenti-
ate if the robot arrives inside a desired margin of distances with respect to the
approached person and if also the robot is oriented to face the person.

The first performance takes into account the spatial relationship in 2D
between the robot and the approached person and it is defined by three areas:
(i) Human’s personal space C, is the area where the robot can not be in order to
avoid invading any human’s personal space and it takes into account the space
delimited by the radius of the person, that includes some free space, correspon-
dent to Ri; (ii) Social distance area A, is the area where the robot should be
to be socially accepted; and (iii) Human’s best approaching area B, is the area
where the robot must be placed so that the person perceives a socially accepted
approach behavior. This area is a dynamic area inside the social distance that
depends on the final path destinations and the best path selection from the 5
possible planned paths of the robot, Algorithm 1-line 4 and 12. The description
of these areas was included in [17]. Here only change in the A the Pc correspon-
dent to the companion person to Pa for the approaching person, and also the
physical position of the area B changes because here we have only the approached
person and this area is defined by the final goal of the best path. Furthermore,
the formulation of how the performance was extracted from these areas and the
description of the robot area is detailed in [17], next we only explain the general
idea to understand it. The Area metric has the maximum performance of 1 when
the robot is in the area described by B, since it is the best position to approach
the human. Additionally, if the robot is in the area A, but not in area B, is a
partial success, since the robot is inside the social distance of the human, but
not in the best approaching position. Then the performance has a value of 0.5.
Finally, if the robot is further than 3 m from the human’s position, then we con-
sider that there is not approaching interaction between robot and person, and
therefore its performance is 0. Also, if the robot invades any human’s personal
space is penalized with 0 performance.

Regarding the distance and angle performances, we consider that the robot
achieves a good distance performance if it keeps its central position inside the
interval of distances [1.25 − 2] m, respect to the position of the approached
person. This margin is around the ideal value of 1.5 m. Then, between 2 m until
3 m the performance decreases from 1 until 0, and also between 0.75 until 1.25
the performance increases from 0 to 1. The reader is referred to [17] for further
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explanation and see the equation of the metric of performance in distance. In
terms of angle, the best angle performance is, at most, a difference of 20◦ from
the ideal orientation to face the approached person (performance value of 1).
Then, if the difference of the angle increases, we penalized it until we obtain a 0
value of performance, when the robot has an error of 90◦ with respect to the ideal
value of orientation. The equation of the angle performance metric is shown in
Eq. 5, where Pθdiff

means angle performance and is the difference of orientations
between the robot and the approached person, θdiff = (180◦ − θr) − θt, and θt

means the orientation of the approached person and θr is the real orientation
of the robot. For a better understanding of the performance metrics, the reader
can find an image that graphically shows the performances in this link: http://
www.iri.upc.edu/people/erepiso/ROBOT2019.html

Pθdiff
=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1 if 0◦ ≤ θdiff ≤ 20◦

− 1
70 (θdiff ) + 9

7 if 20◦ < θdiff ≤ 90◦

0 otherwise

(5)

4 Simulation Experiments

The actual section describes our simulation environment and all the possible sit-
uations that we used to test and validate our implemented approach. To be able
to test these situations we used a complex simulation environment, used in all
our previous works [16,17] and also a Gazebo simulator. All is coded using C++
and ROS. This environment includes random people moving trough different des-
tinations, represented by green cylinders, and several obstacles, represented by
dark grey cylinders, that we can put in any place. The people movement follows
the Social Force Model [11] and their desired velocities were randomly selected
inside the interval of [0–1] m/s. Furthermore, our simulated robot follows the
laws of a non-holonomic vehicle and uses the presented algorithm to approach a
person. The robot has a maximum velocity of 1 m/s. Between the robot and the
target person we have used a final social distance of 1.5 m as minimum distance
to approximate. We have selected this distance to prevent the robot to go too
close to the person and we are based in one previous work [9].

To test and validate a large field of situations we perform more than 7200
simulations. These simulations include different approaching situations, where
the robot has to approach one person (static or moving towards any possible
destination) while avoiding several static and dynamic obstacles. A represen-
tative number of the simulation cases is shown in Fig. 2, where the simulation
environment contains the robot model, the approached person in red. The pos-
sible paths for the robot are drawn in orange and in red the best path. The
time window to compute the paths and take into account the people and obsta-
cle interactions, which is a black dashed circle around the robot. The resultant
force for the robot is represented with a red arrow over the robot, the blue arrow
is the force until the goal, the green arrows are repulsive forces respect to people,

http://www.iri.upc.edu/people/erepiso/ROBOT2019.html
http://www.iri.upc.edu/people/erepiso/ROBOT2019.html
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Fig. 2. Synthetic experiments: simulation environment to test and evaluate the new
method to approach a person. Up: three images that show different approaching angles
respect to a static person. Down-left : shows the robot approaching to one person, using
the fourth approximation angle, while avoids static and dynamic obstacles. Down-right :
shows the robot approaching a moving person while avoids dynamic obstacles.

the black arrows are repulsive forces respect to static obstacles and the purple
arrows are repulsive forces for people with respect to the robot.

The first group of simulations were carried out in an empty environment,
where we tested the approaching behavior of the robot with a static person
that has 4 different approaching orientations (0◦, 90◦, 180◦ and 270◦). We used
only 4 cases because with these 4 selected orientations we covered a huge range
of approaching behaviors of the robot. The second group of simulations were
also in the empty space, but now the approached person was moving using
three different approaching directions (right, center and left), that also represent
well most of the possible real interactions with a moving approaching person.
The third ones included the before approaching behaviors of the person, but
with other people moving around. In the fourth ones the robot had to avoid
several static obstacles while approaching to the person with the same behaviors
described before (static and dynamic). The fifth group of simulations included
people and obstacles at the same time.

The performance of the robot was evaluated in all of these simulations using
the metrics described in Sect. 3. Where the performance is inside the interval of
[0–1] and the best value of performance corresponds to 1. Table 1 shows all the
performances for all the cases.
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Table 1. Performance results for the approaching task of all the simulations. The
performance value equal to 1 is considered the best value and the values between
brackets are the standard errors of each mean value.

Approaching performance simulations mean (P2Ri
) mean (Pθdiff

) mean (P(r, pa))

Person stop, without obst 0.98 (± 0.04) 1 (± 0) 0.98 (± 0.07)

Person stop, with dynamic obst 0.97 (± 0.07) 0.66 (± 0.19) 0.99 (± 0.05)

Person stop, with static obst 0.96 (± 0.06) 0.85 (± 0.13) 0.97 (± 0.08)

Person moving, without obst 0.96 (± 0.05) 1 (± 0) 0.99 (± 0.02)

Person moving, with dynamic obst 0.97 (± 0.1) 0.73 (± 0.03) 0.99 (± 0.05)

Person moving, with static obst 0.84 (± 0.13) 0.92 (± 0.16) 0.94 (± 0.13)

Person stop, static & dynamic obst 0.86 (± 0.12) 0.55 (± 0.21) 0.96 (± 0.095)

Person moving, static & dynamic obst 0.84 (± 0.13) 0.79 (± 0.15) 0.96 (± 0.08)

Table 2. Performance results for the approaching task of all the real-life experiments.
The performance value equal to 1 is considered the best value and the values between
brackets are the standard errors of each mean value.

Approaching performance real-life mean (P2Ri
) mean (Pθdiff

) mean (P(r, pa))

Person stop, without obst 0.86 (± 0.14) 0.77 (± 0.2) 0.98 (± 0.02)

Person stop, with dynamic obst 0.8 (± 0.13) 0.82 (± 0.23) 0.97 (± 0.04)

Person stop, with static obst 0.96 (± 0.07) 0.62 (± 0.25) 0.97 (± 0.04)

Person moving, without obst 0.87 (± 0.14) 0.8 (± 0.23) 0.93 (± 0.11)

Person moving, with dynamic obst 0.86 (± 0.19) 0.67 (± 0.37) 0.98 (± 0.03)

Person moving, with static obst 0.93 (± 0.12) 0.64 (± 0.3) 0.92 (± 0.14)

5 Real-Life Experiments

The implemented method was tested also in a real-life environment. The experi-
ments were developed in the FME (Facultat de Matemàtiques i Estad́ıstica) lab,
an outdoor urban environment located at the South Campus of the Universitat
Politècnica de Catalunya (UPC). There, we have a controlled environment where
we can test the algorithm without any obstacles and with an approached person
situated at different points of the environment and with different orientations
(static or moving), with static or dynamic obstacles and the same configurations
for the approached person as the case without obstacles. The mean and stan-
dard deviation of the approaching performance of the 82 real-life experiments
are shown in Table 2 and Fig. 1 shows several interesting moments of these exper-
iments. In addition, the reader can find some videos of the real experiments in
this link: http://www.iri.upc.edu/people/erepiso/ROBOT2019.html.

6 Conclusions

We have presented a method that combines the G2-Splines with the Extended
Social Force Model to allow the robot to approach a person as much natural

http://www.iri.upc.edu/people/erepiso/ROBOT2019.html
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human-like as possible. The major contribution of this work is how we combine
both methods, G2S and ESFM, to obtain a more smooth and natural approach-
ing behavior for the robot, while the robot navigates well inside dynamic envi-
ronments and at the same time facilitate the walking behavior of other people.
Furthermore, the robot’s final path will be free of obstacles by using the ESFM
applied to the G2S path generation. The computation is done in real time. The
new method has been tested and validated over simulations and good results
have been obtained. Furthermore, we validated the algorithm in real-life exper-
iments on the FME, where the robot achieved a good approaching behavior.
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Abstract. Simultaneous Localization And Mapping (SLAM) has
received considerably attention in the mobile robotics community for
more than 25 years. Most SLAM algorithms have been developed for and
successfully tested in static environments. Previous studies that investi-
gated the use of SLAM algorithms in dynamic environments only con-
sidered partially dynamic environment in which only a few objects are
non-static. In this paper, we evaluate several popular SLAM algorithms
for use in highly dynamic environments in which all objects are only tem-
porarily static, i.e. all objects will be moved within a short time frame.
To this end, we built a static test environment and defined two different
scenarios based on a warehouse environment to simulate highly dynamic
environments. Four different 2D SLAM algorithms that are available in
Robotic Operating System (ROS) are employed and evaluated through
visual inspection of produced maps and the difference between the object
positions in obtained maps and their real positions in the environment.
Based on our conducted evaluation Hector Mapping achieves the best
performance in both scenarios.

Keywords: SLAM · ROS · Highly dynamic environments ·
Benchmarking · TurtleBot3 Burger

1 Introduction

Simultaneous Localization and Mapping (SLAM), which can also be referred
to as Concurrent Mapping and Localization, is one of the major computational
problems in the field of robotic mapping and navigation [12]. SLAM was first
proposed by Thrun et al. [15] as the task of producing a map of an unknown
environment, while simultaneously calculating the robot’s position in the envi-
ronment. The precise information of the position and orientation plays a pivotal
role in the map building process because the generated map can in return be used
to improve localization. SLAM is used in many areas, such as surveillance with
unmanned aerial vehicles [4], self driving cars [2,15] and autonomous underwater
vehicles [6].
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Most previous studies investigated SLAM in static environments, i.e. they
assumed that objects are static and do not change their positions [3]. How-
ever, this assumption is often not true because most environments contain
moving agents or objects that can be moved by agents. This dynamicity can
lead to faults during object detection, errors in data association and inaccu-
rate state estimations causing corruptions in the produced map of the environ-
ment so that it becomes useless for futher applications. Thus, during the last
years several SLAM algorithms have been explicitly developed for dynamic envi-
ronments [1,13,14,17,18,21]. The used environments consisted of many static
objects, which should be represented as landmarks in the produced map and
one or more moving objects, which should not be represented in the map. An
example for the described environments is an office environment, which contains
many static objects, e.g. desks and flower pots, and one or more humans as non-
static objects. However, there exist environments that can be seen as even more
dynamic because all objects in the environment are only temporarily static so
that the basic layout of the environment changes continuously. An example is a
warehouse without internal walls and shelves in which different objects of varying
size can be placed temporarily. In this environment, the problem is not corrup-
tion of the map due to moving objects, but frequent addition and disappearance
of landmarks. Additionally, the SLAM agent, e.g. a forklift, will perform SLAM
only passively, i.e. it does not take any actions to support the SLAM process,
such as driving slowly or in curved lines.

In this paper, we address the issue of SLAM in highly dynamic environments,
such as warehouses, which do not contain any static objects, i.e. all objects will
be moved within a short time frame. More specifically, we built a static test
environment, defined two scenarios to simulate high dynamicity and evaluated
four different popular SLAM algorithms through it. The evaluation was done
in a two step process. On the one hand, the performance of the algorithms
was evaluated based on visual inspection of the produced maps. On the other
hand, a quantitative evaluation was performed through the calculation of the
difference between the distances of all objects and the walls in the environment
and the produced maps. The main question we investigate is whether the SLAM
algorithms employed in this study can be used to produce accuracte maps of the
described highly dynamic environments.

The rest of this paper is structured as follows: Sect. 2 provides an overview of
the four evaluated algorithms. Section 3 describes the used test environment and
the two evaluation scenarios employed to simulate highly dynamic environments.
The evaluation results are discussed in Sect. 4. Finally, Sect. 5 concludes the
paper.

2 Algorithms

Four different SLAM algorithms are evaluated for the simulated highly dynamic
environment used in this study (Sect. 3). All employed algorithms are open source
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and available as packages in the Robot Operating System1 (ROS). The following
sections describe the individual algorithms in more detail.

2.1 Gmapping

Gmapping is the most widely used SLAM algorithm for mobile robots [11].
It was proposed by Grisetti et al. [5] and follows a Rao-Blackwellized Parti-
cle Filter approach that relies on data from odometry and scan matching to
estimate the incremental movement and localization of a robot. Gmapping sup-
ports loop closure, i.e. it avoids re-mapping of previously visited areas in wrong
global locations. A disadvantage of the Gmapping algorithm is that it heavily
relies on odometry information provided by the wheel encoders. Thus, inaccu-
rate encoder readings are detrimental to the mapping result. Gmapping always
keeps the information on a predefined number of randomly generated particles,
which denote the hypotheses of how the robot has traveled in the environment.
Each particle has a continuously re-evaluated likelihood attached to it so that
only the most likely particle is combined with the current laser scan to draw
the map. The likelihood is calculated by comparing the predictions of the differ-
ent particles with the last LIDAR scan. The employed Gmapping algorithm2 is
available as an open-source package in ROS.

2.2 Frontier Exploration

Frontier Exploration is an evidence grid based approach proposed by
Yamauchi [19]. Each cell in the evidence grid has a probability that it is occupied
with an object [10]. Known cells that do not contain an object and are adjacent
to unknown cells are labeled as frontier edges. Adjacent cells that are labeled
as frontier edges are then grouped into frontier regions and if a frontier region
reaches a minimum size, it is regarded as a frontier. Autonomous robots can
increase their knowledge about the world and map their environments by mov-
ing to successive frontiers [20]. The employed Frontier Exploration algorithm3 is
available as an open-source package in ROS.

2.3 Karto Mapping

Karto Mapping is a graph based approach to solve the SLAM problem [11]. It
was proposed by Vincent et al. [16] and computes a map by means of graph
optimization, i.e. it uses sequences of measurements to construct a graph of
the map. Each node of the graph represents a pose of the robot along the tra-
jectory, while edges between nodes represent motions between two consecutive
poses. The algorithm uses a least squares error minimization approach to gain
the most likely configuration of the map and a loop closure technique developed

1 http://www.ros.org/.
2 https://github.com/ros-perception/slam gmapping.git.
3 https://github.com/paulbovbel/frontier exploration.git.

http://www.ros.org/
https://github.com/ros-perception/slam_gmapping.git
https://github.com/paulbovbel/frontier_exploration.git
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by Lu and Milios [9]. Traversing the graph with the combination of laser mea-
surements leads to the computation of the map. The employed Karto Mapping
algorithm4 uses Sparse Pose Adjustment for scan matching and loop-closure [8]
and is available as an open-source package in ROS.

2.4 Hector Mapping

Hector Mapping was proposed by Kohlbrecher et al. [7] and uses an occupancy
grid map to represent arbitrary environments. Due to the discrete nature of
occupancy grid maps, bilinear filtering is employed to estimate occupancy prob-
abilities and derivatives. Hector Mapping heavily relies on high scanning rate
long-range rangefinders or on modern LIDAR systems and does not require
odometry data to build maps, i.e. the 2D robot pose is estimated based on
the scan matching process alone, which allows Hector Mapping to be used for
robots that do not have access to odometry data. The Hector Mapping5 algo-
rithm employed in this study is available as an open-source package in ROS and
provides two techniques to preprocess the input data, which are Simple Pro-
jection and High Fidelity Projection6. In this study, the latter is used because
initial tests showed that it produces more accurate maps.

3 Experimental Setup

To evaluate the SLAM algorithms the Turtlebot3 Burger7 robot was employed,
which is a small circular robot consisting of a Rasperry Pi 3, 360◦ LIDAR, and
an OpenCR Board equipped with an ARM Cortex M7 microcontroller.

Figure 1 illustrates the used evaluation environment, which had a length and
width of 5.82 m and 1.23 m, respectively. The robot moves in the middle of the
environment in the area labeled TURTLEBOT PATH. Four objects are placed
on both sides of the area with varying distances between the objects. Since
the environment is static, i.e. the objects have fixed positions, the dynamicity
is introduced through two different scenarios, which differ in how the robot is
moved. In both scenarios the Turtlebot3 robot moves with its maximum speed of
approximately 0.22 m/s. However, in scenario 1 the robot moves one time from
the left wall to the wall on the right, while in scenario 2, the robot moves one time
from the left wall to the middle of the environment and back to the left wall. In
both scenarios, the SLAM algorithm only runs while the robot is moving, i.e. no
update of the map is done after the robot reaches its final position. The robot was
not allowed to stop or explore the environment to simulate the high dynamicity
of warehouse environments because after one pass through the environment the
positions of all objects might have changed. Thus, it is important that with
a single pass the SLAM algorithm is able to produce an accurate map of the
environment.
4 https://code.ros.org/svn/ros-pkg/stacks/slam karto/trunk.
5 https://github.com/tu-darmstadt-ros-pkg/hector slam.git.
6 http://wiki.ros.org/laser geometry.
7 http://emanual.robotis.com/docs/en/platform/turtlebot3/overview/.

https://code.ros.org/svn/ros-pkg/stacks/slam_karto/trunk
https://github.com/tu-darmstadt-ros-pkg/hector_slam.git
http://wiki.ros.org/laser_geometry
http://emanual.robotis.com/docs/en/platform/turtlebot3/overview/
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4 Results

The performance of the four employed SLAM algorithms with default settings
(Sect. 2) has been evaluated using the produced maps of the environment. The
evaluation was conducted in two steps: (1) Visual inspection, in which the differ-
ent maps are compared visually, and (2) Quantitative comparison, in which the
error between the obtained and real object positions is evaluated. The evaluation
results are described in the sections below.

Fig. 1. Illustration of the static test environment used for both scenarios.

4.1 Visual Inspection

Figure 2a and d show that the objects in the environment are clearly visible and
distinguishable from the walls for Gmapping and Hector Mapping. In contrast,
most objects appear to be attached to the walls in the case of Karto Mapping
(Fig. 2c), while the blurriness of the map produced by Frontier Exploration also
made it difficult to separate the objects from the walls (Fig. 2b). Although the
objects are clearly distinguishable in Gmapping, the formation of walls appears
to be nonlinear in nature. Since the map produced by Hector Mapping does not
have any of these problems, it is the best algorithm for the first scenario based
on visual inspection of the produced maps.

Figure 3 shows the maps produced by all algorithms for scenario 2. In all
of them the right one-third of the map is very blurry and incomplete, which
is caused by the robot turning around in the middle of the map. For the left
two-thirds the results for the individual algorithms are similar to the results
obtained for scenario 1 (Fig. 2), i.e. objects are only clearly distinguishable in
the maps produced by Gmapping and Hector Mapping and the latter performs
overall best.
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(a) Gmapping (b) Frontier Exploration

(c) Karto Mapping (d) Hector Mapping

Fig. 2. Illustration of the produced maps of all algorithms for scenario 1. The pink
parts in Fig. b are a characteristic of the Frontier Exploration algorithm (Sect. 2.2).

(a) Gmapping (b) Frontier Exploration

(c) Karto Mapping (d) Hector Mapping

Fig. 3. Illustration of the produced maps of all algorithms for scenario 2. The pink
parts in Fig. b are a characteristic of the Frontier Exploration algorithm (Sect. 2.2).

4.2 Quantitative Comparison

The accuracy of the produced maps is evaluated through the relative errors
of the distances between objects and their closest horizontal and vertical walls
in the real environment and the produced maps. In the real environment the
distances were manually measured, while the distances in the produced maps
were calculated using RViz8, which is a 3D visualization tool available in ROS
that can be used to display sensor data and state information. Equation (1) shows
the calculation of the two employed relative errors, where Dhoriz represents
horizontal distances, Dvert vertical distances, DM distances in the produced
maps, and DE distances in the real environment.

E1 =
[
DM

horiz −DE
horiz

DE
horiz

]

E2 =
[
DM

vert −DE
vert

DE
vert

] (1)

8 http://wiki.ros.org/rviz.

http://wiki.ros.org/rviz
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Fig. 4. Mean relative errors for all evaluated SLAM algorithms and both scenarios.

Figure 4 illustrates the mean relative errors calculated over the errors for
all eight objects. It shows that Error 1, which considers the distance to the
horizontal wall, is considerably higher than Error 2, which considers the distance
to the vertical wall, independent of the employed algorithm. The reason is that
the distances between the objects and the vertical wall is substantially larger
than the distances between the objects and the horizontal wall so that the same
absolute error results in a much higher relative error. Furthermore, the errors
obtained for the first scenario are in general lower than the errors for the second
scenario because of high error rates for the objects 1, 2, 3, and 4 in the right
half of the environment. This higher error rates are a result of less obtained
measurements to accurately determine the object positions because the robot
did not drive into the right half of the environment in scenario 2.

When comparing the performance of the employed algorithms, Karto Mapp-
ping achieves overall the worst results for both scenarios and errors, while Fron-
tier Exploration achieves similarly bad results for Error 1, but performs signifi-
cantly better for Error 2. In comparison, Gmapping achieves better performance
for both errors and scenarios, however, Error 1 is still more than 45% for both
scenarios. In contrast, Hector Mapping achieves significantly lower Error 1 val-
ues, while the Error 2 values are nearly identical to Gmapping. Thus, Hector
Mapping achieves overall the best performance, which is in line with the results
of the visual inspection (Sect. 4.1).
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5 Conclusions and Future Work

We evaluated different SLAM algorithms for highly dynamic environments in
which all objects are only temporarily static. The evaluation procedure employed
two different scenarios that were used to simulate high dynamicity in an oth-
erwise static environment. Based on our conducted evaluation Hector Mapping
produced the most accurate maps in both scenarios, even though it only uses
laserscan data, while the second best algorithm Gmapping uses also odometry
data to produce the map.

In future work, we will investigate whether Hector Mapping can be opti-
mised for highly dynamic environments. Additionaly, we will change to a faster
robot because it would further reduce the number of measurements during one
pass. Finally, we will verify the results by conducting tests in a more realistic
environment, such as a real warehouse.
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Abstract. This paper presents a three-dimensional path follower imple-
mentation for an aerial robot based on the carrot-chasing algorithm. The
main objective was to improve the performance of the position controller
of the PX4 autopilot when following a list of waypoints. This autopilot is
widely used in the aerial robotics community, but we needed to improve
its performance for navigation in cluttered environments. Different simu-
lations have been carried out under the ROS (Robotic Operating System)
environment for the comparison between the position controller of the
PX4 and the proposed path follower. In addition, we have implemented
different modes to generate the path from the input list of waypoints
that are also analyzed in our simulation environment.

Keywords: Aerial robotics · Path following · Carrot chasing algorithm

1 Introduction

The use of aerial robots for different applications, such as surveillance [1,2],
wildfire tracking [3,4], transportation [5] and bridge inspection [6,7] has been
increased significantly during the last years. A common requirement for all these
applications is the precise, robust and efficient autonomous tracking of predefined
paths by the aerial robots.

The path following problem for aerial robots is well studied in the literature,
and there are different control based or geometric methods. Carrot-chasing [8],
pure pursuit [9], vector field [10] and line-of-sight (LOS) [11] methods are some
common geometric algorithms.

Sujit et al. [12] compared path following algorithms for straight lines and
loiter paths that are easy to implement, take less implementation time and are
robust to disturbances. The authors proved that the carrot-chasing algorithms
have the worst performance due to wind disturbances and vector field algorithms
are more accurate than the other two dimensional path following algorithms. To

This work is partially supported by the MULTIDRONE (H2020-ICT-731667) European
project and the ARM-EXTEND (DPI2017-89790-R) Spanish project.
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fix this issue, Nunez et al. [13] took into account the wind gusts as they play a
key role in small prototypes.

Xavier et al. [14] compared three dimensional path following algorithms for
loiter paths with and without wind disturbances. The authors demonstrated
that vector field algorithms have largest errors than carrot-chasing and pure
line-of-sight (PLOS) [15] methods.

In this paper, a three dimensional path follower implementation based on the
carrot-chasing algorithm is presented. It can be used without any configuration
or based on a list of parameters and increases the performance of the position
controller of the PX4 autopilot when following a list of waypoints. It has been
integrated with the UAV Abstraction Layer1 (UAL) [16] previously developed
by our research group within the ROS-MAGNA framework [17].

The rest of the paper is organized as follows. Section 4 defines the system
architecture, which frames the proposed system. The path following problem
is stated in Sects. 2 and 3 describes the proposed solution. Finally, validation
results are presented in Sect. 5 and conclusions in Sect. 6 close the paper.

2 Problem Statement

This paper poses the path following problem for velocity-controlled aerial robots.
An aerial robot Q, which current position is defined by p(t) ∈ R

3 at any time t,
has to track a path Γ of length L, defined by a curve γ(λ) ∈ R

3 with λ ∈ [0, L].
Let us assume that Q is holonomic and velocity-controlled, being its velocity

defined as v(t) at any time t. Then, the aerial robot motion is controlled via
velocity commands, such that dp(t)

dt = v(t). On the other hand, v(t) is bounded
by vmax, such that |v(t)| ≤ vmax at any time t.

The objective is to implement a control system to generate velocity com-
mands in order to track the path, minimizing the minimum normal distance
between the actual trajectory travelled by Q and the path Γ , which is given by

J =
1
T

∫ T

0

min
λ<L

|p(t) − γ(λ)|, (1)

where T is the time taken to complete the task.

3 Proposed Approach

The proposed system has two main components: the path generator and the path
follower. The user can interact with both components or just with the follower,
which is the default way to use the proposed framework (see Fig. 1).

1 https://github.com/grvcTeam/grvc-ual.

https://github.com/grvcTeam/grvc-ual
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Fig. 1. The path follower design allows to use it by simply entering the desired path
and the current position of the aerial robot. It also provides more configuration options
to suit the user needs. The generator is called by the follower and runs once to generate
a discrete curve.

3.1 Path Generator

The path generator is in charge of generating a path Γ based on the ordered
list of waypoints WPl received. The generated path is a much more dense list of
waypoints, which can be approximated to the continuous curve γ(λ) described in
Sect. 2. It has three modes (m) to generate a new path interpolating the initial
list of waypoints, related to the type of curve used for the interpolation. Each
mode has advantages and disadvantages, as it will be shown in Sect. 5, and the
users should select the one that better fits their needs.

3.2 Path Follower

Initially, the path follower receives the desired path Γ defined as a list of way-
points WPl and may receive three parameters: the look-ahead distance d (1.0 m
by default), the cruising speed vc (1.0 m/s by default) and the generator mode
m (0 by default, see Sect. 5 to find more details about the modes). Parameter
default values are conservative, but setting these values properly is crucial to
obtain a good performance, depending on the desired path.

A much more dense list of waypoints is required to apply the path following
method efficiently. Hence, it uses the path generator to get a discrete curve γ(λ)
from the ordered list of waypoints WPl, based on the generator mode m. Then,
continuously, it receives the aerial robot pose p(t) and generates the velocity
commands v(t), based on the method described below.

Path Following Method. The proposed path following method is based on
the ‘Carrot chasing’ algorithm and illustrated in the Fig. 2. The method runs as
follows:
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Fig. 2. Top view of the three dimensional path follower based on the carrot-chasing
algorithm without taking into account the orientation error.

1. Obtain the λp argument as

λp(t) = argmin
λ∈[0,L]

|p(t) − γ(λ)|, (2)

which minimizes the distance from the aerial robot position to the path.
2. Add the look ahead distance and get the target virtual pose in the path as

pt(t) = γ(λp(t) + d). (3)

3. Calculate the velocity command, based on the cruising speed, as

v(t) = vc
pt(t) − p(t)
|pt(t) − p(t)| (4)

to reach the target virtual pose.

The developed method includes two modes: following the path without chang-
ing yaw or aiming at the virtual point.

4 Software Implementation Details

The work described in this paper has been integrated with the UAL, which tries
to abstract the user-programmer from the platform’s autopilot, defining a com-
mon interface with a collection of the most used information and functionalities
of an aerial robot. In particular, the developments presented in this paper are
based on the release 2.2. of UAL and the Kinetic version of ROS2 [18]. The
proposed system receives a list of waypoints, generates a path using this list,
and calculates which velocity vector should use UAL as reference to reach these
waypoints.

The software architecture is split into four main layers, as depicted in Fig. 3.
In the upper half is the proposed path follower, which has been packaged as a

2 https://www.ros.org/.

https://www.ros.org/
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Fig. 3. The different layers of the software architecture make the system modular.
Different autopilots and simulators can be used due to the advantages of using the
UAL.

node in the widespread ROS to facilitate experimentation and integration, and
is built on top of UAL. The lower half of the software architecture is composed
by the autopilots, simulators, and communication drivers. The UAL provides
a back-end that works with MAVROS3 which is in charge of providing a com-
munication driver to ROS for various autopilots that uses MAVLink [19] as
communication protocol. MAVROS is the ROS adaptation of MAVLink proto-
col. The simulator used in these developments is based on the PX4 Software In
The Loop (SITL) [20] development which is the official SITL environment for the
Pixhawk autopilot [21]. UAL has implemented another back-end which works
using the ROS SDK that DJI provides to communicate with DJI protocols.

4.1 Software User Interface

The system is written in C++, allowing a high performance, and offers a double
interface in its current implementation:

– C++: the user may have access to all the functionalities of the framework
creating an object in his code. Any ROS topic, service or action is not required
to run this interface.

– ROS: The framework may work using ROS communications (topics, services
and actions) if the user prefers to work with another programming language
like Python. It publishes continuously its output and responds to service calls.

As this framework aims to improve behaviour using velocity control, it is
recommended to use the C++ class interface to avoid communications delays
present on ROS communications. The path follower is the main module in the
system and the user can interact just with it to have a successful path following.
The class generator is called automatically by the follower to simplify the inter-
face with the user. However, if the framework is used from the ROS interface, the
generator will be a fully completely independent node even though the interface
will be the same (Table 1).

3 https://wiki.ros.org/mavros.

https://wiki.ros.org/mavros
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Table 1. Double user interface implemented. UAL provides the possibility of manage
multiple aerial robots, for that reason, each one has a namespace (ns) and a path
follower associated.

C++ ROS

Path preparePath (path, mode
look ahead, cruising speed)

Service preparePath

Void updatePose (pose) Service updatePose

Void updatePath (pose) Service updatePath

Velocity getVelocity() Topic /[ns]/velocity

The interface is simple, the user can set everything up just with the pre-
parePath method. To read the velocity that the aerial robot must use at that
instant the user can read the output of the method getVelocity. Before reading
the velocity, the user should give the aerial robot pose to the follower using
updatePose in order to calculate correctly the velocity. The method updatePath
can be used to change the path during the flight. It will not affect the behavior
of the path following because it calculates the velocity referenced to the pose
given of that instant.

The proposed framework is under continuously development and publicly
available in a stable version along with examples and a guide of how to use it.
It can be found in the GitHub repository4 under the MIT License.

5 Validation Results

This section presents different simulations results using the proposed system. As
UAL integrates the robot simulator Gazebo [22], the developed path follower
may be tested easily in simulation using different aerial robot models. All the
simulations presented here have been performed based on the same aerial robot
model, a simulated autopilot based on the PX4 firmware and assuming a max-
imum speed of 1.0 m/s. The path follower has used the maximum speed of the
aerial robot model as cruising speed. UAL allows to provide sequentially a list
of waypoints to the PX4 position controller (using the UAL method setPose).
Thus, these simulations compare the proposed system based on the developed
solution with the original position controller.

First, the behavior of both systems are compared for a straight path at the
same altitude. Fig. 4a, b and Table 2 show a better performance using the path
follower rather than the system based on the position controller.

On the other hand, both systems are compared for a straight path varying
the altitude. The results illustrated in Fig. 4c and d show the main problem of
the method based on the position controller. As the simulated aerial robot model
has different maximum velocities and accelerations on different axes, the aerial

4 https://github.com/hecperleo/upat follower/tree/robot19.

https://github.com/hecperleo/upat_follower/tree/robot19
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robot behavior is different on each axis. Table 2 presents significantly differences
stating the proposed framework as a better solution to follow a list of waypoints
in three dimensional space.

(a) (b)

(c) (d)

Fig. 4. Comparison between the path follower and the PX4 position controller going
through two separate waypoints at same (a, b) and different (c, d) altitude. (a, c)
Behavior of the comparison in a three dimensional view. (b, d) Detailed view of the
values of the normal distance through the path.

Also, the behaviors of both systems to track more complex paths have been
simulated, see Fig. 5a. The results show how the proposed path follower solution
works better than setting waypoints using PX4 position controller, see Table 3.

With respect to the path generator node and the generator mode, previous
simulations have been performed using the generator mode 0, which uses lin-
ear interpolation between waypoints. Although this configuration improves the
behavior with respect to the original position controller, it still has some prob-
lems. For example, the results show a maximum value of the normal distance
of 0.454 meters, which coincides with the peaks shown in Fig. 5b, because the
inertia of the aerial robot prevents from changing the course quickly.

If generator mode 2 is used, the generated path is more curve-shaped with
smoothed corners based on cubic splines. Also, if a less curve-shaped path with
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Table 2. Results of the normal distance of the path follower and the PX4 position
controller going through two separate waypoints at same and different altitude.

Same altitude Different altitude

Normal distance (m) PX4 Follower PX4 Follower

Mean 0.347 0.019 5.757 0.028

Maximum 0.802 0.076 10.733 0.124

Minimum 0.012 0.001 0.086 0.002

Variance 0.074 0.000 9.356 0.000

Standard deviation 0.271 0.008 3.059 0.018

(a) (b)

Fig. 5. Comparison between the path follower and the PX4 position controller following
a list of waypoints. (a) Behavior of the comparison in a three dimensional view. (b)
Detailed view of the values of the normal distance through the path.

smoothed corners is needed, generator mode 1 can be used, see Fig. 6a and c.
The difference between these two modes is that mode 1 has a joint between
each pair of waypoints so the three dimensional interpolation results on a less
curve-shaped path. The results show better behavior by having a smoother path
without abrupt course changes, because it reduces the peaks and the mean values
of the normal distance, see Fig. 6b, d and Table 3.

Several videos of these simulations are publicly available on web page.5 For
each simulation, a video is provided with the configuration of the proposed path
follower and the visualization using RViz6 (ROS visualization). Extra videos,
showing behavior of the aerial robot when too large or short look ahead distances
are configured, are also provided.

5 https://grvc.us.es/robot19path.
6 https://wiki.ros.org/rviz.

https://grvc.us.es/robot19path
https://wiki.ros.org/rviz


An Aerial Robot Path Follower Based on the ‘Carrot Chasing’ Algorithm 45

(a) (b)

(c) (d)

Fig. 6. Path follower using the generator mode 1 and 2. (a, c) Behavior of the path
follower in a three dimensional view. (b, d) Detailed view of the values of the normal
distance through the path.

Table 3. Comparative of the behavior of the path follower using different generator
modes. Mode 0 uses lineal interpolation. Mode 1 and 2 use cubic interpolation.

Mode 0 Mode 1 Mode 2

Normal distance (m) PX4 Follower Follower Follower

Mean 0.323 0.088 0.086 0.064

Maximum 0.728 0.454 0.399 0.238

Minimum 0.010 0.000 0.002 0.002

Variance 0.015 0.015 0.009 0.001

Standard deviation 0.186 0.122 0.095 0.038

6 Conclusions

This paper presents a path follower which improves the performance of the posi-
tion controller of the PX4 autopilot when following a list of waypoints. It can
be used without any configuration or based a list of parameters: look ahead dis-
tance, cruising speed, and the mode of the generator. Trying different values on
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simulation several times is recommended before going to fly in the real world
because these values directly depend on the input desired path.

The proposed path follower and the PX4 position controller have been com-
pared. The path follower presented better behavior than the original controller
on every case, but the difference is larger if the waypoint list had variations on
altitude. The solution has been compared with different modes, showing different
advantages and disadvantages of each one.

The obtained results shows that at higher speeds the aerial robot may oscil-
late about the path if a short look ahead distance is settled. On the other hand, if
the user sets a large look ahead distance the aerial robot will cut corners because
the aerial robot tries to turn towards each new virtual point.

The presented path follower may be placed between a path planner and
the UAL. The resulting waypoints of the path planner should be sent to the
presented framework instead of directly to UAL to increase significantly the
whole performance with respect to the waypoints tracking precision.
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GRVC-Robotics Lab, University of Seville, 41092 Seville, Spain
{jrodriguezg,ageguiluz,jdedios,aollero}@us.es

https://grvc.us.es/

Abstract. Aerial robotics is evolving towards the design of bioinspired
platforms capable of resembling the behavior of birds and insects dur-
ing flight. The development of perception algorithms for navigation of
ornithopters requires sensor data information to evaluate and solve the
limitations presented during the flight of these platforms. However, the
payload constraints and hardware complexity of ornithopters hamper
the sensor data acquisition. This paper focuses on the development of a
multi-sensor simulator to retrieve the sensor information captured during
the landing maneuvers of ornithopters. The landing trajectory is com-
puted by using a bioinspired trajectory generator relying on tau theory.
Further, a dataset of the sensor information records obtained during the
simulation of several landing trajectories is publicly available online.

Keywords: Tau theory · Ornithopter · Event-based cameras · LiDAR

1 Introduction

The development and implementation of bioinspired aerial platforms are mainly
constrained by the lack of technology and scientific knowledge to resemble the
behavior of birds during flight. Currently, most of the aerial vehicles fly by using
either fixed-wing or rotary-wing configurations. Differently from the previous
approaches, some bioinspired vehicles such as ornithopters employ flapping-wing
mechanisms to generate the thrust and lift forces necessary to fly. Although
there are some advances on the development of ornithopters [2–4,7], the design
of a robotic aerial vehicle capable of resembling the flight of birds is still under
development and requires research on areas such as aerodynamics, electronics,
mechanics, modeling, sensing, perception, and control.

Autonomous navigation of aerial robots requires a robust and efficient per-
ception system to ensure precise mapping, GNSS-denied pose estimation, object
detection and tracking, among others. The operation of ornithopters poses strong
perception challenges. The fast movements of ornithopters during flight together
c© Springer Nature Switzerland AG 2020
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with the mechanical vibrations originated by the flapping motion require efficient
and robust perception methods. In most cases only one sensor is not sufficient to
capture all the relevant information of the scene. Thus, testing different sensor
fusion techniques is a need that contrasts with their complex validation and the
limited sensor integration onboard these aerial platforms. Further, integrating
hardware in ornithopters requires significant effort due to the size constraints and
the weight balance requirements of the platform. The low payload limitations
and the high computational burden required for ornithopter perception recom-
mend the implementation of perception techniques in dedicated hardware (e.g.
FPGAs), which involves specific hardware development. Hence, a multi-sensor
simulator is a useful tool to test and select sensors, methods, and algorithms
previous to their implementation and testing in real ornithopter platforms.

This paper presents a multi-sensor simulation tool that provides simulated
sensor measurements for the development and evaluation of perception and sen-
sor fusion techniques for ornithopters platforms. It includes a bioinspired tra-
jectory generator based on tau theory that simulates the trajectories performed
by birds during landing and perching maneuvers [14]. These are maybe the
most demanding tasks from a perception perspective. For simplicity, we define
the term tau trajectory as the trajectory computed using tau theory. Existing
research has proven that birds use a combination of simple strategies and the
value of tau obtained from perceptual stimuli to guide most of their intended
movements. The sensory data acquisition is necessary to develop perception
algorithms to integrate tau theory on robotic platforms. The presented sensory
simulation tool receives the input parameters that define the tau trajectory and
generates as output the measurements from the onboard sensors during the tau
trajectory simulation. This work has been developed in the context of the ERC-
GRIFFIN and ARM-EXTEND projects. Our simulation tool provides support
by collecting sensory data to be used in the development of novel perception
algorithms for GRIFFIN robots. We believe this sensing simulation scheme can
contribute and boost R&D in perception systems for ornithopter robots.

Summarizing, the contribution of this work is two-fold. First, it presents a
simulation tool to generate simulated multi-sensor measurements obtained from
the sensors onboard an ornithopter during landing and perching maneuvers. The
simulated sensors include those with the highest interest in ornithopters per-
ception such as frame-based cameras, event-based sensors, solid-state LiDARS,
range sensors, altimeters, among others. Second, a dataset with the sensor mea-
surements provided by our simulator is published online1. The recorded sensor
information corresponds to the simulation of several landing and perching tra-
jectories in different scenarios. This paper is structured as follows. Section 2
describes the related work of bioinspired trajectory generation and mobile
robotic simulation. The design methodology of simulation is presented in Sect. 3.
Section 4 defines the simulation architecture explaining each block of the simula-
tor. The dataset generation description is explained in detail in Sect. 5. Finally,
Sect. 6 includes the conclusions and future work.

1 https://grvc.us.es/bioinspired-landing-trajectory-sensor-dataset/.
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2 Related Work

Ornithopter simulators mainly focus on the study of dynamics and flight con-
trol. For instance, the stability and controllability of the aircraft are analyzed in
[8] to control the non-linear flight of a flapping-wing robot. The flexible multi-
body dynamics of an ornithopter is simulated in [16] considering fluid-structure
interaction and flight dynamic behavior to design a robotic model capable of fly-
ing in trim. The flappy hummingbird [6] is an open source dynamic simulator of
flapping-wing micro aerial vehicles created to facilitate the design and validation
of flight control architectures for flapping-wing robots. Although these tools are
useful to simulate ornithopters dynamics, kinematics and aerodynamic effects,
to the best the author’s knowledge there is not a simulation tool designed to
retrieve sensor information during their flight.

Robotic simulation tools are useful for testing and evaluating robotics algo-
rithms before applying them on the real platforms. The use of simulators enlarge
security and optimize time by evaluating the behavior of robots in challenging
scenarios without endangering the platform and users. Among the most pop-
ular robotic simulators, there are Gazebo [11] and V-REP [19]. Game engines
are also used for the development of robotic simulators. Engines are preferred
in applications that require high framerate and photorealistic rendering. Airsim
[20] and CARLA [5] are some of the examples of game engine simulators used
for robotics and artificial intelligence applications. Our multi-sensor simulation
architecture retrieves the sensor measurements during the flight of ornithopter
robots by integrating two simulation tools in parallel; Gazebo and Unreal Engine
4 (UE4). The former simulates different sensors such as frame-based cameras,
lasers, force and range sensors. The last is part of the event camera simulator
[17], the benefit of using this sensor in our application is explained in Sect. 3.2.
Both simulators are integrated in the Robot Operating System (ROS).

3 Design

The aim of this work focuses on retrieving simulated multi-sensor measurements
for robotics perception during the landing of an ornithopter. For this purpose, we
propose the design of a tool to simulate different perception sensors that includes
a bioinspired trajectory generator to retrieve the type of movements exerted by
birds for landing and perching. Thus, simulation development has to satisfy the
following design requirements. First, the platform has to be capable of simulating
bioinspired trajectories to resemble the movements performed by birds during
flight. Tau theory describes the principle used by animals and humans to guide
their motion to make contact with an object or surface using the time-to-contact
as reference. The theory has been used in aerial robotics to guide and control
the motion of multirotor platforms for docking and landing [10].

Second, the simulator has to include the type of sensors most widely used
for robotics perception. The hardware sensor selection takes into consideration
the type of information necessary for localization, mapping, obstacle avoidance,
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and object identification. We analyze the problem from a robotic perception
perspective and select the sensors required for these tasks. However, resem-
bling the flight of birds involves continuous fast movements and strong scene
changes in dynamic environments. These facts constrain the hardware selection:
the sensors should process information and correct their measurements with the
lowest possible noise at the highest frame rate. Our sensor selection considers a
variety of sensors typically used in aerial robotics such as LiDAR, IMU, altime-
ters and vision sensors. It also integrates event-based cameras to deal with the
fast-motion limitations and low-latency measurements with high dynamic range.
Fusing events from event cameras together with classical perception information
(e.g images, point clouds, and IMU measurements) increases the sensor robust-
ness for the development of future SLAM and object detection algorithms for
flapping-wing platforms. The most relevant aspects about the planning of the tau
trajectory and a brief introduction to event cameras functioningand applications
are detailed below.

3.1 Tau Theory Planning

The simulation architecture presented in this paper relies on tau theory [13] to
approximate the landing and perching maneuvers of ornithopters. Tau theory
postulates that humans and animals (i.e. notably birds) use a combination of
simple strategies and the value of tau to guide and control most of their intended
movements. Tau (τ) is a variable related to the time an observer would take to
contact an object or surface if the speed remains constant. The value of τ provides
a first order approximation of the time-to-contact (TTC) for a given gap χ:

τ(t) =
χ(t)
χ̇(t)

, (1)

where χ(t) and χ̇(t) are the gap and its rate of closure at time step t. The gap χ
is, by convention, always negative and the initial closure rate χ̇(0) is positive. The
work in [13] found that birds tend to keep the gap closure rate constant to control
their deceleration. This behavior was defined as a constant tau-dot strategy.
Subsequent research showed that zero velocity at contact is reached when τ̇ is
kept constant, positive and less than 0.5. Another variant of tau-dot strategy
was proposed in [10] to guide a breaking maneuver using τ̂(t) = kt+ τ(0), which
entails a more practical approximation to tau-dot strategy, i.e. the computation
of τ̇ is avoided. It is worth noting that the tau theory postulates that animals
do not require cognitive processing for TTC since it is available at neural circuit
level [13]. Thus, the value of a gap and its closure rate can be computed as:

χ(t) = χ(0)
(
1 + kt

χ̇(0)
χ(0)

) 1
k
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χ̇(t) = χ(0)
(
1 + kt

χ̇(0)
χ(0)

)( 1−k
k )

,

χ̈(t) =
χ̇(0)2

χ(0)
(1 − k)

(
1 + kt

χ̇(0)
χ(0)

)( 1−2k
k )

(2)

where χ(0) is the initial gap value, and 0 < k ≤ 0.5 guarantees the gap and its
closure rate reach zero at the same finite time T = −τ(0)

k . A further analysis
shows that for 0.5 < k < 1 the gap closes to zero with χ̇(0) �= 0 leading to
a collision. Figure 1 shows the gap closure for different values of k. It is worth
mentioning that the figures of this paper show the main gap (e.g z) positive
contrary to the convention being consistent with a landing trajectory.
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Fig. 1. Trajectories χ for 0 < k ≤ 1 closing the gap at t = 0. For k = 1 the gap closes
with χ̇ constant producing a collision.

The simulation of landing or perching trajectories of a bird requires the
closure of gaps for position and orientation. Therefore, an extension of tau-
constant strategy for more than one gap is required. Closing multiple gaps can
be achieved through tau-coupling strategy, which consists of coupling additional
gaps ϑ to the main gap χ. The tau-coupling is computed as τχ = κτϑ, where
κ is a closure constant ratio between both gaps. Therefore, a coupled gap ϑ, its
closure rate ϑ̇, and acceleration ϑ̈ at time t are obtained as:

ϑ(t) = cχ(t)
1
κ −1

,

ϑ̇(t) = c
1
κ

χ̇(t)χ(t)
1
κ −1

,

ϑ̈(t) = c
1
κ

((1
k

− 1
)
χ̇(t)2 + χ(t) + χ̈(t)

)
χ(t)

1
κ −2

,

(3)

where c = ϑ(0)

χ(0)(1/κ) .
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In the context of the proposed tau trajectory generation, the trajectory is
obtained by closing a main gap in the z-axis and three coupled gaps in the x
and y axis, and the roll θ, pitch φ and yaw ψ angles. For simplicity, each gap
will be denoted with their corresponding superscript, and a subscript will denote
the moment of time. For instance, the main gap in the z-axis and a couple gap
on the yaw ψ at time t will be denoted χz

t and ϑψ
t respectively. The trajectory

St at time t includes the gap values, their closure velocities, and accelerations
represented in a reference frame F aligned with the goal position and orienta-
tion. The transformation of F , the reference frame to a global reference frame,
can be computed in a straightforward manner. Hence, the proposed method is
applicable to any set of initial and target configurations. The proposed method
for tau-theory based trajectory generation provides a compact way of estimat-
ing trajectories that are similar to those that birds perform during landing and
perching maneuvers.

3.2 Event Cameras

Event cameras are silicon retina vision sensors that mimic the neural behav-
ior and architecture of the retina. These devices are modifying the paradigm
of retrieving scene information using vision sensors. Unlike frame-based tradi-
tional cameras, event-driven sensors provide information based on pixel intensity
variation. Events are triggered asynchronously whenever the intensity of a pixel
exceeds a specific threshold and transmitted using the Address Event Represen-
tation (AER) Protocol. The sensor provides high temporal resolution generating
events with a resolution of μ seconds. Besides, event cameras offer a high dynamic
range (140 dB) and low power consumption. These capabilities have increased
the interest of the computer vision and robotic communities to use these sensors
in applications with challenging conditions for frame-based cameras.

Events are defined as a tuple of the form e = (t, x, y, p), where t is the time in
which the events are triggered, (x, y) is the pixel position, and p is the polarity
(i.e. either 1 or 0). The event data format limits the use of events in computer
vision and robotics applications as most of the state of the art algorithms cannot
be directly applied to the stream of events. During the last years, different novel
methodologies have been developed to adapt classical algorithms to use events
in applications such as feature detection and tracking [21], optical flow estima-
tion [1], visual odometry [12] and SLAM [18]. These advances contribute to the
research in a novel area and lead the sensor integration between event-driven
sensors and other sensors such an IMU and frame-based cameras [22].

Few event camera simulators have been reported. In [9] the difference between
consecutive images is used to generate edges that resemble the events produced
by the edges of moving objects. The method proposed in [15] attempts to sim-
ulate the behavior of an event camera by using the high frame rate capabilities
of Blender to sample images like in a continuous timeline. This feature adds the
low-latency properties of event cameras. The simulator was improved in [17] by
simulating the asynchronous behavior of the retinas by triggering events based
on the prediction of the image dynamics.
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4 The Architecture of the Presented Simulator

The presented multi-sensor simulation tool adopts an architecture based on ROS
integrating Gazebo and Unreal Engine 4 (UE4). It combines the advantages of
ROS to integrate drivers, packages, and state of the art robotics algorithms with
the advantages of UE4 to provide fast realistic rendering, easy portability, and
an intuitive block programming interface. ROS handles the bioinspired trajec-
tory generator based on tau theory to simulate the trajectories performed by
birds during landing and perching. It also integrates different sensor simulators
such as feature-based cameras, event cameras, and proximity sensors; and pub-
lishes the sensor measurements on ROS topics. On the other hand, UE4 handles
the simulation of a photo-realistic version of the scenario to capture images of
the scene at a very high frame rate. Gazebo simulates a simple version of the
environment for sensors such as the Velodyne, lasers, sonar, and other sensors.

Fig. 2. Block diagram of the simulation architecture.

Figure 2 shows the block diagram of the architecture. The system receives
three types of inputs. First, the parameters to compute the tau trajectory St

as described in Eqs. (2) and (3). Second, the scene configuration file with the
pose and orientation of each object in the scene. Third, the sensors configu-
ration and calibration. For instance, the simulation model of the frame-based
camera requires the camera calibration file in yaml format including the cam-
era matrix and the optical distortion coefficients. Each simulated sensor requires
the definition of the coordinate frame of the sensor w.r.t. the reference frame of
the simulated robot. The proposed simulation tool includes the following sen-
sors: event camera, Velodyne HDL-32, frame-based camera, laser, altimeter, and
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IMU. Due to its flexible and modular architecture, it can be easily extended
by including additional devices such as stereo cameras and depth sensors. The
output of the simulation tool is a rosbag file with the measurements taken by
the simulated sensors while following trajectory St also included in the recording
file.

The simulation tool is divided into three main modules: the Tau Trajectory
Generator, the Perception Sensors Simulator and the Event Camera Simulator.
The Tau Trajectory Generator module computes trajectory St using the app-
roach described in Sect. 3.1. The proposed implementation generates up to the 18
components to define the pose (ϑx

t , ϑy
t , χz

t , ϑ
θ
t , ϑ

φ
t , ϑψ

t ), the velocities (ϑ̇x
t , ϑ̇y

t , χ̇z
t ,

ϑ̇θ
t , ϑ̇

φ
t , ϑ̇ψ

t ), and accelerations (ϑ̈x
t , ϑ̈y

t , χ̈z
t , ϑ̈

θ
t , ϑ̈

φ
t , ϑ̈ψ

t ) for each time t. The inputs
of the trajectory generation block are the initial pose in the target reference
frame F , and the parameters kz, κx, κy, κθ, κφ, and κψ, where the upper script
defines the tau theory gap.

The Perception Sensors Simulator module contains the simulation model of
sensors such as Velodyne, altimeter, and IMU. The simulator moves the reference
frame of the sensors in the virtual scenario by following the tau trajectory. The
input of the simulation tool includes the external calibration (transformation
matrix of the sensor local reference frame w.r.t. the ornithopter frame) and
internal calibration files for each simulated sensor.

The Event Camera Simulator is based on esim [17]. The simulator was mod-
ified to receive the input from our tau trajectory generator keeping the correct
orientation during the simulation. Further, the reference frame of the sensor is
modified by a transformation matrix that references it to the reference frame
of the scene. The simulator runs in ROS and uses Unreal Engine 4 to render
images from a 3D scenario at a very high frame rate (from 100 Hz to 1 kHz).
The asynchronous behavior of event cameras is achieved in simulation using two
key facts: (i) rendering images at very high frame rate on the engine, and (ii)
sampling frames adaptively to generate events asynchronously using the predic-
tion of the optical flow. The simulator moves the event camera following the
sensor external calibration and St, the trajectory computed using tau theory.

5 Datasets

The dataset provides the simulated sensor measurements obtained during the
landing of the ornithopter using different landing trajectories. For each simula-
tion, the onboard sensors move by following the trajectory obtained with the tau
trajectory generator. Each trajectory was computed by using a final approach
angle of π/6 and an initial velocity in a range between 3 to 5 m/s as in a real
ornithopter. The trajectories were sampled at Δt = 0.1 s until t = T , where T is
computed as described in Sect. 3.1. Figure 3 shows different normalized trajecto-
ries obtained from the tau trajectory generator when performing the simulated
landing maneuver. The trajectories were computed by varying the values of κx

and κy as it is described in the figure, and setting kz = 0.5 to obtain a smooth
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descending without colliding with the ground. The robot poses along the trajec-
tories are shown as vectors. The position of the vector represents the ornithopter
position in (x, y, z) while its magnitude and direction are defined by the linear
velocity components at each point of the trajectory.

Fig. 3. Different normalized trajectories describing the simulated landing maneuver of
the ornithopter. The figure shows the magnitude and direction of the approach velocity
vectors.

Several simulation scenarios were developed. The scenarios were inspired
by industrial environments such as warehouses and factories (Fig. 4) where
ornithopter robots could provide robotic support on tasks such as surveillance,
payload delivery, and remote sensing. The objects in the developed scenarios were
designed in Blender. Additional scenarios can be integrated by simply import-
ing the models of the scenes in both Gazebo and UE4. The model integration
preserves the scene configuration (i.e position, orientation, and scale) to avoid
mismatches between the sensor measurements from each simulator.

In general, the time to simulate the sensor measurements ts along the tra-
jectory is longer than the trajectory duration as the simulator performs several
computations to produce all the multi-sensory information. However, it is worth
to mention that the reference time of the measurements does not correspond to
ts as it is referred to the trajectory timestamp tt. The publish rate of the dataset
can be adjusted while running the bagfile by setting the factor r of ROS to ts/tt.

Our dataset is divided into six simulations each for a different landing trajec-
tory. For each trajectory, the measurements from the monocular camera, event
camera, sonar, IMU and Velodyne LiDAR are recorded in a rosbag file. The
dataset also includes the ground truth pose information of the sensors dur-
ing the landing maneuver, see Fig. 5. Our architecture allows the integration
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(a) (b)

Fig. 4. Simulation scenarios to perform the sensors measurements simulation. A ware-
house (a), and an oil refinery (b).

(a) (b)

(c) (d)

Fig. 5. Example of the sensor measurements obtained during the simulation of a land-
ing trajectory on the warehouse and refinery scenarios. Rendered images including the
generated events during a time window of 10 ms (a, c), Point cloud from the simulated
Velodyne LiDAR (b, d). The lighting of image (a) was modified for better visualization.
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of additional sensors available on the gazebo ros package such as Kinect, lasers
and depth cameras. Each simulation of the dataset contains the following files:

– The rosbag file with the sensor measurements.
– A file with the instructions to run the bag.
– The input bioinspired trajectory computed using tau theory.
– The events generated during the simulation in a text file using the format

(timestamp, x, y, polarity).
– The model of each object of the scene including a file with the object poses.

6 Conclusions

In this work, we introduce a simulation tool to retrieve the sensing information
captured during the landing and perching maneuvers of ornithopter robots. The
operation of ornithopters poses very strong perception challenges, which con-
trasts with the effort-demanding implementation and testing with these aerial
platforms. This work is motivated by the need to retrieve the missing real-
istic multi-sensory measurements to develop, debug and tune perception and
autonomous navigation methods for ornithopter robots. Our simulator moves
the sensors describing bioinspired trajectories computed using tau theory.

A dataset with several trajectories and sensor measurements is publicly avail-
able online. Each dataset provides the bioinspired trajectory followed during the
simulation along with the sensing information from different sensors. We hope
that our dataset boosts the development of novel perception algorithms for robot
localization, mapping, and object detection for ornithopters before the develop-
ment of a platform capable of carrying the necessary sensors for robotic percep-
tion. Finally, our future work points towards the development of such perception
algorithms particularly aiming to fuse the information provided by event cam-
eras and classical perception sensors to solve the perception challenges presented
by the flight of flapping-wing vehicles.
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Abstract. Ultrasonic sensors offers attractive features at an affordable
cost. The main problem faced by the use of these devices is that the
data obtained are not so easy to interpret, restricting their efficiency.
This paper describes a binaural sensor system that is able to determine
the coordinates of an object or a target in a two-dimensional space,
focusing on mathematical and signal processing techniques to provide
accurate measurements and increase the system reliability. The proposed
work consists only of low cost components, which aims to demonstrate
that improvement is possible. Experimental tests, performed in different
scenarios, reported good accuracy and repeatability of the measurements.

Keywords: Ultrasonic sensor · Echolocation · Object detection

1 Introduction

In mobile robot applications the knowledge of the environment in which the
device is inserted and the objects that surround it are essential information for
a successful navigation, avoiding collisions and increasing the system safety. To
achieve this goal the use of sensors becomes indispensable and its features must
be taken into account [1]. Among the different types of sensors, many researches
have been exploring the ultrasonic sensors to deal with this problem attracted
by the low cost, flexibility in several environments and applications where vision
based sensors fail due to some constraints like low visibility, mirrors or clear
objects [2].

Typically, the employment of ultrasonic sensing in an industrial or commer-
cial atmosphere is restricted to simple tasks, such as obstacles avoidance that do
not require accurate measurements. The leading reason for this scenario is due to
the fact that the data obtained from the commercial ultrasonic range-finders are
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not easy to be interpreted. Therefore, the literature has shown a great interest
in investigating the use of these sensors for complex applications [3–5].

The result of a measurement performed by a standard sensor occurs through
an ultrasonic burst with a single frequency, which can range from 40 kHz to 50
kHz. The distance is calculated using the Time of Flight (ToF) when the echo
emitted from the transmitter reflects an obstacle or object and returns back to
the receiver [6]. In general, the reflected signal is detected by a predefined trigger
level, however this method is not so efficient [7]. Thus, to improve the system
accuracy, some enhanced approaches have combined advanced signal processing
techniques [8,9].

Conventional ultrasonic range-finders mostly are composed of a single trans-
mitter and a single receiver or a transducer that acts as both. The main disad-
vantage of this system is the wide beam of the emitted signal, causing a very
poor resolution. Furthermore, other phenomena like the multi-reflection effect
may arise and cause false positives. In order to reduce these issues, a system
that contains at least two receivers and a transmitter is needed [6].

This paper proposes a low cost ultrasonic binaural system that combines
several mathematical and signal processing techniques to improve the accuracy
and performance of the system. Also, the characteristics associated with the use
of ultrasonic measurements in indoor environments are discussed.

After this brief introduction, in Sect. 2, a review about ultrasonic sensing is
performed. In Sect. 3, necessary techniques to develop the system are presented.
In Sect. 4, the architecture of the created system is introduced. In Sect. 5, the
main objective of the proposed work and the procedures to reach it are described.
In Sect. 6, the results of the experimental tests are reported. Lastly, in Sect. 7
the results are discussed and conclusions drawn.

2 Ultrasonic Sensing

The operating principle used by acoustic sensors, such as ultrasonic, is mainly
based on the ToF estimation. The transmitter generates an ultrasonic pulse
which propagates through the air and when it detects a target the signal is
reflected back to the receiver. In this sense, the ToF can be determined by the
time the signal is emitted and received by the sensor [10]. Equation 1 shows how
the distance measurement is achieved from the estimated ToF.

d =
c · Tf

2
(1)

where c is the sound velocity and Tf is the ToF.
As previously mentioned, most of the conventional ultrasonic ranging systems

uses a value as reference to establish the exact point when the signal reflected is
detected by the receiver. As long as the echo amplitude exceeds the predefined
threshold level, there will always be a reading, which occurs at the time t0 [11],
as shown in Fig. 1.

Threshold detection does not require complex calculations and can be easily
implemented, but the ToF estimation is not so reliable. The problem arises from
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Fig. 1. Typical echo of the ultrasonic ranging system [11].

the fact that a signal will always have a rising time, so this condition added to
other factors compromises the efficiency of this approach [12].

3 System Requirements

In this Section are introduced the fundamental concepts and techniques for the
ultrasonic binaural system development, associating optimized approaches to
enhance the system performance.

3.1 ToF Estimation Methods

In Sect. 2 the major drawback involving the threshold detection technique is
addressed. Thus, to handle with this situation some alternatives used in this
work are presented in the following subsections.

3.1.1 Digital Envelope Detection
Envelope detection is accomplished using analog or digital resources. Analog
methods works well if it is done carefully. Nevertheless, the best performing
analog circuits are complex and delicate. In addition, according to [13] analog
processing is not suitable to the envelope detection of digital data.

In the digital methods, approaches that extract the analytic signal magni-
tude are explored. For this purpose the Hilbert transform is commonly used
to generate an analytic signal from a real signal, whose absolute value repre-
sents the envelope of the echo signal received [14]. This technique offers great
precision, however it has a high computational consumption, involves complex
calculus and in certain cases this method may be unstable [13]. For this reason
a different approach is adopted.

In [15] a novel method, i.e. cubic spline interpolation method to extract the
envelope from a signal is presented. Interpolation is one of the most important
methods of numerical approximation, which allows to establish new data points
from a set of known data points. To perform the envelope extraction, a win-
dowing is applied to the signal to locate the peaks, and after that, the unknown
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points between each peak are interpolated. Unlike the first one, the procedures
to execute this method does not require complex operations. A second order
Butterworth low pass filter is designed to soften the envelope. Figure 2a and b
shows an example of a received echo signal and the envelope before and after
the filter, respectively. The phase delay caused by the filter is negligible. Finally,
from the extracted envelope the ToF is determined by the maximum value of
the signal.

(a) Raw envelope.

(b) Filtered envelope.

Fig. 2. Extracted envelope from the echo signal.

3.1.2 Cross-Correlation
Cross-correlation (CCR) is an important method to determine the time delay
between two signals. When this method is applied, it produces a peak at the time
delay and a reduction in the noise level. Usually the CCR takes a transmitted and
received signal and yields a new signal in the time domain which the maximum
value happens at the delay time [8]. Equation 2 demonstrates how the CCR can
be calculated.

c(t) =
∫ +∞

−∞
sT (t)sR(t + τ)d(τ) (2)
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where sT (t) is the transmitted signal and sR(t + τ) is the signal received and
shifted in time.

The transmitted signal by the sensor generates eight cycle sonic burst at
40 kHz, i.e. it provides eight square pulses with period of 25 µs. Then, in this
case, applying CCR between the transmitted and received signal would not be
appropriate. To implement this idea it would be necessary to detect the trans-
mitted signal in a waveform similar to that of the received signal, as can be seen
in Fig. 2. For this reason, the CCR is applied only to the received signals from
sensor A and B (Fig. 6). Knowing the time lag it is possible to establish which
of the receiving sensors is closest to the target.

3.2 Triangulation

Triangulation is a procedure to determine the position of an object or a target
from known points using trigonometric techniques. In general, the number of
dimensions of the estimated position of an object is directly related to the number
of sensors, for instance, two sensors can indicate a location in 2D, while three
sensors can indicate a 3D location and so on [16].

In geometry, when the length of the sides of any triangle is known a the-
orem to calculate its area can be applied. This approach was created by the
mathematician Heron of Alexandria and has been used in many mathematical
applications [17]. With the distance of the baseline and the distance calculated
by each sensor known, there is the possibility to estimate the area of the triangle
formed (Fig. 3) using Heron’s formula, as shown in Eq. 3.

Δ(abc) =
√

p(p − a)(p − b)(p − c), (3)

where p =
a + b + c

2
(4)

whose a, b, c are the known sides. Alternatively, the area of a triangle can be
computed using the Eq. 5.

Δ(abc) =
b · h

2
(5)

where b is the base and h is the height of the triangle. Reorganizing Eq. 5 is
possible obtain Eq. 6.

h =
Δ(abc) · 2

b
(6)

If the area provided by Eq. 3 is placed in Eq. 6 the y-coordinate of the target
can be determined. By separating the original triangle into two right triangles
and after that applying the Pythagorean Theorem it is possible to calculate the
x-coordinate, according to Eqs. 7 and 8.

C1 =
√

d2A − h2 (7)

C2 =
√

d2B − h2 (8)
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Fig. 3. Triangulation created by the sensors.

where h, C1, C2, dA and dB are shown in Fig. 3. If the Eq. 7 is used, the system
reference for the coordinates on the x-axis will originate from sensor A, otherwise,
from sensor B.

Valid calculations but nonsense physical can arise using the equations
described above. Thus, in order to avoid incoherent measurements some restric-
tions are established. A typical error is shown in Fig. 4, to avoid it, it is observed
that θ1 and θ2 angles are outside of the detection area.

Fig. 4. Typical triangulation error. Adapted from [16].

Figure 4 shows that sensor A detects the target 1 and sensor B detects the
target 2. Nonetheless, θ1 and θ2 are not valid, which causes an error resulting in
a false positioning, represented by the target 3.

For a valid detection area Fig. 5 displays how θ1 and θ2 should be, indicating
that θ1 has to be equal α1 ± φ, where αn is the angular position of the sensor n
corresponding to the x-axis and φ is half the angle of the detection beam, which
this value is particular to each sensor model. Then, the angular interval can be
given by cos(α1 − φ) ≤ cos θ1 ≤ cos(α1 + φ). Similarly, to sensor B the angular
limiting range is cos(α2 − φ) ≤ cos θ2 ≤ cos(α2 + φ), where

cos θ1 =
l2 + d2A − d2B

2ldA
, (9)

and

cos θ2 =
l2 + d2B − d2A

2ldB
(10)
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α1, α2 and φ are constant, then, it is necessary to calculate only cos θ1 and
cos θ2. Measurements outside this range are discarded.

Fig. 5. Example of a valid detection. Adapted from [16].

4 System Architecture

The system consists in three low-cost ultrasonic sensors HY-SRF05 and a micro-
controller (MCU) STM32F103C8T ARM Cortex-M3 with two built-in analog to
digital converters. The ultrasonic burst is achieved by sensor C, and the raw
echo signal received by sensors A and B is sent to the 12 bits A/D converters of
the MCU with a sampling rate of 320 kHz.

Adopting the speed of sound as 340 m/s, it can be stated that the distance
is covered 0.034 cm/µs. The mutual is equal to 29.412 µs/cm, and considering a
round trip corresponds to 58.824 µs/cm. Using this value it is possible to simplify
the determination of the distance and substitute the Eq. 1 by the Eq. 11.

d =
Tf

K
, (11)

where K ≈ 59.
The measurements from each sensor are stored in an array with four thousand

positions, which if multiplied by the sampling period, Ts = 3.125µs, corresponds
to a sample space of 12500µs. Using the Eq. 11 we can estimate that the proposed
system has a maximum range of about 212 cm depth, that is, along the y-axis.
The x-axis is limited by the established baseline.

After obtaining the data, the samples are transmitted over RS-232 protocol
to a computer to be processed by the MATLAB software. Finally, the calculation
of the object coordinates is accomplished.

4.1 Binaural Sonar System

Binaural sonar system is composed of two receivers and one emitter, as shown
in Fig. 6. This arrangement aims to collect more information and increase the
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Fig. 6. The binaural sensor system.

accuracy of the measurements. Also, according to [6] a multi-sonar system is
able to reduce significantly the problems faced by the use of a single sensor.

The designed system has three conventional ultrasonic sensors, which two
acts as receivers and one as emitter. The region overlapped by the sensors, as
seen in Fig. 7, is called detection area and any object contained in that space is
able to be located by the system. The receivers, sensors A and B, are separated by
a known baseline (l) which through the application of trigonometric techniques
allows to calculate the spatial coordinates of an object in a two-dimensional
plane. Adjusting the angle and baseline, there is the possibility of changing the
detection area when the two ultrasonic beam patterns overlap.

The best positioning is defined according to the baseline and the α angle
from experimental tests.

5 Proposed Work

The major objective of the proposed work is to improve the performance of the
binaural system joining the methods presented in Subsect. 3.1, to define with
high accuracy the x and y axis coordinates of one or more targets existing in the
detection area through the triangulation.

As mentioned in Sect. 3.1.2, the CCR is performed only with the received
signals. From the known time delay between the sensors A and B is possible
to determine which of the sensors receives the echo first and consequently if it
is closer or not to the object. In spite of obtaining this information, it is not
enough to estimate the ToF, because it is necessary to have some reference of
the origin, i.e. when the signal is transmitted.

In order to solve the issue previously quoted, the technique described in
Sect. 3.1.1 is employed to find out the ToF of one of the received echoes. So, the
digital envelope detection is applied to the sensor closest to the target, believing
that accuracy may be better. Following, the ToF of the other sensor is defined
based on the time delay provided by the CCR. For example, suppose the sensor
A is the closest sensor to the target and the delay time given by CCR is 2 ms
advanced from sensor B. Then, the ToF of the sensor B will be the ToF of
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the sensor A subtracted 2 ms. If sensor B were the closest sensor, the opposite
analogy would be used.

Fig. 7. Detection area formed by the ultrasonic beam patterns. Adapted from [16].

6 Results

The main purpose of the experimental tests is verify the accuracy of the mea-
surements and analyze the general performance of the proposed system. The
tests are divided into two stages, the first with only one object and the second
with two objects present in the detection area. In the former, a small box is
used and the receiver sensors are placed with θ1,2 = 45◦ and l = 51 cm. The
experiments are performed with the object positioned to the left, right and cen-
ter of the detection area. About sixty samples of each possibility are obtained
and the standard deviation (σ), mean ((x, y)) and relative error of each one are
calculated, as can be seen in Table 1.

Table 1. Mean, standard deviation and relative error of the first tests.

Location (x, y) real (cm) (x, y) estimated (cm) σx (cm) σy (cm) Relative error (%)

Left (11.5, 91.8) (11.14, 91.57) 1.41 0.36 0.30

Center (25.6, 84.5) (24.42, 80.45) 0.01 0.08 4.78

Right (35.0, 86.4) (35.98, 84.59) 1.01 0.86 1.39

Since the raw echo signal is used, there is the possibility to do a wide inves-
tigation about the measured environment. If a second object is present in the
detection field, this information can be discovered through the existence of more
than one crest in the waveform of the echo signal. In the second stage, the object
described before is used together with a larger box, and the same procedures are
applied. The positioning of both objects is arbitrary, the smaller box is closer to
the sensors and the larger box further away. The standard deviation (σ), mean
((x, y)) and relative error of each situation are presented in Table 2.
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Table 2. Mean, standard deviation and relative error of the further tests.

Box (x, y) real (cm) (x, y) estimated (cm) σx (cm) σy (cm) Relative error (%)

1 (35.5, 54.0) (33.04, 53.52) 0.39 0.27 2.67

2 (19.0, 111.2) (19.58, 110.29) 1.09 0.21 0.71

When the CCR is applied to the received echoes a signal with triangular
shape is produced, resulting in an improper time delay. Probably this situation
occurs because both signals has a significant direct current (DC) offset, then, to
deal with this problem, the offset removal is performed through the normalization
of the data, subtracting each sample by the arithmetic mean of all samples.

Particularly in the second stage, to use CCR when more than one object is
in the scene, it is necessary to separate the echo signals received by the sensors
according to the crests of the waveform, as can be seen in Fig. 9, and use the
CCR in each of them with its corresponding crest. For instance, the CCR would
have to be applied to the first part of the sensor A with the first part of the
sensor B, and so on. Otherwise, if the entire signal is used, a single time delay is
provided and consequently is not possible to distinguish which target that delay
is referring to.

Fig. 8. Received echo signal with two objects in the detection area.

Figure 8 shows a frequent error in the receiver sensors. The object is more
than 1 cm apart, however the system indicates that the object is at a smaller
distance. The problem seems to occur because the echo signal interferes with a
signal that travels directly from the transmitter to the receiver, without reflecting
on the object. Thus, in an attempt to reduce incoherent data the first samples
are ignored.
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Fig. 9. Fragmentation of the received echo signal.

7 Conclusion and Future Work

A low cost binaural sensor system was described in this paper, that was able to
detect the coordinates of one or more objects present in the detection area and
provide a deeper analysis of the environment. Triangulation and signal processing
techniques were used to improve the system performance. Experimental tests
confirmed the accuracy of the measurements from the obtained results, which
the mean system error for the first scenario with a single object, and for the
second with two objects was 2.16% and 1.69% respectively.

As future work, it is intended to optimize the processing time with another
MCU, classify the shape of the detected object and embed all to some mobile
navigation device for testing and system validation. In general, the binaural
sensor system using mathematical and signal processing techniques can be an
attractive alternative to the conventional models of ultrasonic sensing, presenting
good accuracy and repeatability of the measurements.
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Abstract. In this work, a fully coupled six degree-of-freedom (DoF) nonlinear
suboptimal control of a variable-pitch quadrotor is studied using a state-
dependent Riccati equation (SDRE) controller. The quadrotor control has been
widely considered for attitude control; however, the position control is an
uncontrollable problem with the common design of the SDRE. Due to the under-
actuated nature of a quadrotor, the state-dependent coefficient (SDC) parame-
terization of state-space representation of a nonlinear system leads to an
uncontrollable SDC pair. The control law is divided into two sections of position
and attitude control. The position control provides the main thrust. A virtual
constraint is regarded to provide stabilization for the quadrotor in attitude
control. Two methods were designed for selection of a state vector or in other
words, selection of feedback. The first one uses the position and orientation and
their derivatives in global coordinate. The second one uses position and ori-
entation in global and their velocities in local coordinate. The dynamics of a
variable-pitch propeller quadrotor was imported to the problem and compared
with a fixed-pitch propeller system. The simulation of the systems shows that
the SDRE is capable of controlling the system with both fixed- and variable-
pitch rotor dynamics.

Keywords: Quadrotor � Nonlinear optimal control � SDRE � Virtual constraint

1 Introduction

The state-dependent Riccati equation was applied to quadrotors by Voos for the first
time in 2006 [1]. The control problem was limited to attitude control of a system in a
sub-control unit, and control of the velocity. So, the regulation was not possible since
the quadrotor was moving in space with a constant velocity. The combination of the
SDRE controller with the neural network was provided to control the velocity vector
towards zero [2]. Navabi and Mirzaei presented h-D based nonlinear tracking control of
a quadcopter using the state-dependent Riccati equation [3]. Due to under-actuation,
only Z direction was controlled. Babaie and Ehyaie proposed a robust SDRE, based on
sliding mode design [4]. The position control was addressed through Lyapunov criteria
for stabilization of sliding surfaces. Chipofya and Lee presented the position control of
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a quadrotor via SDRE controller employing a Kalman filter for estimation [5]. In the
design, the planar motion of the quadrotor was not included in the simulation. This
problem was visible in most control problems of quadrotors using the SDRE.

At the beginning of the quadrotor control research, most of the cases used fixed-
pitch propeller systems to simplify the design, increase the stability of the quadcopter,
and employ common methodology in the literature. Fixed-pitch propellers limited the
inputs to angular velocities of rotors. The focus of this work is to explore the variable-
pitch propellers quadrotor control within the framework of the SDRE. The variable-
pitch design decreases stability; hence, a more agile maneuver could be expected.
Inverted flight and flip during the motion were also highlighted in the literature [6]. The
use of variable-pitch blades in quadrotors was reported by Bristeau et al. [7], and later
on by Cutler [6]. Fresk and Nikolakopoulos presented experimental model derivation
and control of a variable pitch propeller for a quadrotor [8]. Sheng and Sun focused on
the energy consumption of the variable pitch quadrotor control [9]. Panizza et al.
presented data-driven attitude control of the system [10]. Chipade et al. presented
control of variable pitch quadrotor for payload delivery with focus on mechanism
design [11]. Rotor dynamic in variable pitch imposed a nonlinear algebraic equation
which required control allocation [12], or other techniques to find a solution. Turning
the nonlinear relation to a first-order differential equation was regarded to solve that
issue [12]. An extra differential equation in addition to complex nonlinear dynamics of
a multirotor enhances the complexity.

The main contribution of this current research is to apply the state-dependent
Riccati equation controller for a variable-pitch quadrotor, considering fully coupled
six-DoF nonlinear dynamics. The main step of the SDRE control design is state-
dependent coefficient parameterization of a nonlinear vector. The SDC matrices must
be controllable and observable to guarantee a solution to the related SDRE. The
equation of motion of a quadrotor in SDC form does not release a controllable pair of
SDC matrices since there is only one actuator for translation control. To overcome this
issue, the design of the translation control has been done assuming that three virtual
inputs are available for XYZ directions. Then, virtual constraints were designed to find
the relations between thrust (actuator in Z) and desired orientation angles. The three
virtual inputs have been transformed into one input (thrust) capable of controlling
position vector. The main contribution of this research is fully coupled six-DoF control
of a variable-pitch quadrotor using state-dependent Riccati equation introducing virtual
constraint; for both fixed- and variable pitch rotor design.

Two sets of states were chosen to generate state-space representations for the
system. The first one uses the position and orientation of the quadrotor in global
coordinates and their velocities in local one. This point of view requires the assumption
of small deviations in rotational movement which is common in regulation and tracking
of a multirotor system. The second one uses all the position and orientation with their
velocities in global coordinate. Both methods were simulated and analyzed to assess
the effect of different feedback selection.
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2 The State-Dependent Riccati Equation

Consider a nonlinear system

_xðtÞ ¼ AðxðtÞÞxðtÞþBðxðtÞÞuðtÞ; ð1Þ

where xðtÞ 2 R
n is a state vector and uðtÞ 2 R

m is an input vector. AðxðtÞÞ : Rn !
R

n�n and BðxðtÞÞ : Rn ! R
n�m are state-dependent coefficient parameterization of a

nonlinear system, consists of piecewise-continuous vector-valued functions that satisfy
Lipschitz condition.

The intention of optimal control is to minimize the cost functional integral [13]:

Jð�Þ ¼ 1
2

Z1

0

xTðtÞQðxðtÞÞxðtÞþ uTðtÞRðxðtÞÞuðtÞ� �
dt;

where QðxðtÞÞ : Rn ! R
n�n penalizes the states (symmetric positive semi-definite) and

RðxðtÞÞ : Rn ! R
m�m penalizes the inputs (symmetric positive definite).

Controllability condition: The pair of fAðxðtÞÞ;BðxðtÞÞg is a completely control-
lable parameterization of a nonlinear system (1) with its condition [14].
Observability condition: The pair of fAðxðtÞÞ;Q1=2ðxðtÞÞg is a completely
observable parameterization of a nonlinear system (1) with its condition [14].

A standard form of the SDRE control law is u ¼ �R�1ðxÞBTðxÞKðxÞðxÞ; where
the symmetric positive definite suboptimal gain ½KðxðtÞÞ�2n�2n, is a solution to the
state-dependent Riccati equation [14]:

ATðxÞKðxÞþKðxÞAðxÞ �KðxÞBðxÞR�1ðxÞBTðxÞKðxÞþQðxÞ ¼ 0:

3 State-Space Representation

3.1 Global Position and Local Velocity

The absolute linear position vector of a quadrotor in the inertial frame is n1ðtÞ ¼
½xcðtÞ; ycðtÞ; zcðtÞ�TðmÞ in which subscript “c” stands for center-of-mass, the three Euler
angles in an inertial frame, roll-pitch-yaw, are set in a vector n2ðtÞ ¼ ½/ðtÞ;
hðtÞ;wðtÞ�TðradÞ, linear velocity vector in body frame is t1ðtÞ ¼ ½uðtÞ; vðtÞ;
wðtÞ�Tðm/sÞ, and angular velocity vector in body frame is t2ðtÞ ¼ ½pðtÞ; qðtÞ; rðtÞ�T
ðrad/sÞ, Fig. 1.
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The following kinematics relations are held between inertial and body frame [15]:

_n1 ¼ RZYXðn2Þt1; ð2Þ
_n2 ¼ Tðn2Þt2; ð3Þ

where RZYXðn2Þ is found based on the multiplication of the three rotation matrices
around three main axes:

RZYXðn2Þ ¼
chcw s/shcw � c/sw c/shcw þ s/sw
chsw s/shsw þ c/cw c/shsw � s/cw
�sh s/ch c/ch

2
4

3
5;

Tðn2Þ ¼
1 s/th c/th
0 c/ �s/
0 s/=ch c/=ch

2
4

3
5;

in which e.g. cw ¼ cosðwðtÞÞ and th ¼ tanðhðtÞÞ. There is one input force (thrust)
TBðtÞðNÞ; acting in direction of w on CoM of the quadrotor (local moving coordinate),
and an input torque vector sBðtÞ ¼ s/ðtÞ shðtÞ swðtÞ½ �T ðN :mÞ, acting against three
Euler angles f/ðtÞ; hðtÞ;wðtÞg. TBðtÞ is defined in body frame and sBðtÞ is set on the
inertial frame.

In this point of view, the position and attitude of the quadrotor are considered and
measured in the inertial frame, and the linear and angular velocity of that are measured
in body frame. This consideration is valid through a simplification _n2ðtÞ ’ t2ðtÞ that
holds for small angular motions [16], and _n1ðtÞ ’ t1ðtÞ. This assumption leads to two
more approximations _t1ðtÞ ’ €n1ðtÞ and _t2ðtÞ ’ €n2ðtÞ. Based on that assumption, the
state vector of the system is assembled as

xðtÞ ¼ ½nT1 ðtÞ; nT2 ðtÞ; tT1 ðtÞ; tT2 ðtÞ�T ¼ ½xc; yc; zc;/; h;w; u; v;w; p; q; r�T : ð4Þ

Considering state-vector (4), the upper half of the state-space representation of the
system uses kinematics relations (2) and (3); and the lower part of that extracts €n1 and
€n2 from equation of motion:

Fig. 1. Fixed and moving reference frame.
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_xðtÞ ¼
_n1ðtÞ
_n2ðtÞ
_t1ðtÞ
_t2ðtÞ

2
664

3
775 ¼

RZYXðn2Þt1
Tðn2Þt2

1=mI3�3 RZYX;3ðn2ÞTB � mge3 � D _n1
h i

J�1ðn2Þ sB � Cðn2; _n2Þ _n2
h i

2
66664

3
77775; ð5Þ

where RZYX;3ðn2Þ is the third column of RZYXðn2Þ and e3 ¼ ½0; 0; 1�T , and
Jðn2Þ ¼ WTðn2ÞIWðn2Þ, Wðn2Þ is the inverse of Tðn2Þ and vector ½Cðn2; _n2Þ _n2�
includes Coriolis and centrifugal terms. The aerodynamics effect is incorporated into
the dynamics of the system thorough D ¼ diagðDx;Dy;DzÞ (kg/s) matrix [17]. That is
the result of drag force caused by air resistance in which Dx;Dy;Dz are drag coefficients
in ðX; Y ; ZÞ inertial frame.

3.2 Global Position and Global Velocity

In this section, the position and attitude of the quadrotor, and the linear and angular
velocity of that are considered and measured in the inertial frame. This consideration
does not need any assumption or approximation. So, the state vector of the system is
assembled as

xðtÞ ¼ ½nT1 ðtÞ; nT2 ðtÞ; _nT1 ðtÞ; _nT2 ðtÞ�T ¼ ½xc; yc; zc;/; h;w; _xc; _yc; _zc; _/; _h; _w�T : ð6Þ

Considering state-vector (6), the modified representation of (5) is found:

_xðtÞ ¼

_n1ðtÞ
_n2ðtÞ
€n1ðtÞ
€n2ðtÞ

2
66664

3
77775 ¼

_n1ðtÞ
_n2ðtÞ

1=mI3�3 RZYX;3ðn2ÞTB � mge3 � D _n1
h i

J�1ðn2Þ sB � Cðn2; _n2Þ _n2
h i

2
666664

3
777775
: ð7Þ

The state-space representation in (7) is based on the measurement of all the states in
the inertial frame; however, the representation in (5) computes the half of the states in
body frame. So, the choice of state-space representations might be restricted to the
sensor selection or practical limitation. One should note that “global position and local
velocity (GPLV)” representation has an approximation though “global position and
global velocity (GPGV)” form was generated without any simplification or
approximation.

4 Variable-Pitch Rotor Dynamics

Variable-pitch propeller quadrotors provide the option of additional inputs to the
problem; hence, the angle of a blade could be considered as input. More maneuver-
ability, upright or inverted flight, detach/attach equipment in out of reach positions and
negative thrust deceleration could be listed as the advantages of the variable-pitch
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design. The challenges are also complexity in rotor mechanism design, control
approach and reducing the flight stability of the quadrotor.

The blade is defined in terms of thrust coefficient as [12]: aiðtÞ ¼ 6CTi ðtÞ
rCla

þ 3
2

ffiffiffiffiffiffiffiffiffi
CTi ðtÞ
2

q
;

where ai and CTi are blade angle and thrust coefficient of i-th rotor with respect, Cla is
airfoil lift curve slope, r ¼ Nbc

pR in which Nb is number of the blades in each rotor, cðm)
is rotor’s chord length and Rðm) is the radius of the rotor. Based on the structure of the
quadrotor (plus shape), the thrust coefficient is related to force/moment inputs of a
quadrotor [18]:

TBðtÞ ¼ cK
P4
i¼1

CTiðtÞ; s/ðtÞ ¼ clK CT4ðtÞ � CT2ðtÞð Þ; shðtÞ ¼ clK CT3ðtÞ � CT1ðtÞð Þ;

swðtÞ ¼ KRffiffi
2

p � CT1ðtÞj j3=2 þ CT2ðtÞj j3=2� CT3ðtÞj j3=2 þ CT4ðtÞj j3=2
� �

;

where c is 1 for normal flight and -1 for inverted flight and K ¼ qpR4x2
ss in which

q ðkg/m3Þ is air density and xss ðrad/s) is a constant angular velocity of the rotors; xss is
considered constant in variable-pitch flight mode. Considering variable x in K is also
possible and increases the flexibility and complexity of the system; in this work,
constant angular velocity is chosen for the variable-pitch system.

5 The State-Dependent Coefficient Parameterization

The transformation of the state-space representation of the dynamics into apparent
(extended) linearization is called state-dependent coefficient parameterization. Since
two representations were given for the dynamics of the quadrotor, two sets of SDC are
generated. With regard to the state-space Eq. (5), the first point of view, GPLV,
provides:

AtðxÞ ¼ 03�3 RZYXðn2Þ
03�3 �1=mI3�3D

� �
; Bt ¼ 03�3

1=mI3�3

� �
; ð8Þ

AoðxÞ ¼ 03�3 Tðn2Þ
03�3 �J�1ðn2ÞCðn2; _n2Þ

� �
; BoðxÞ ¼ 03�3

J�1ðn2Þ
� �

; ð9Þ

where index “t” stands for translation and “o” for orientation. With regard to the state-
space Eq. (7), the second point of view, GPGV, provides:

At ¼ 03�3 I3�3

03�3 �1=mI3�3D

� �
; AoðxÞ ¼ 03�3 I3�3

03�3 �J�1ðn2ÞCðn2; _n2Þ
� �

;

moreover, Bt and BoðxÞ are similar to (8) and (9).
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Controllability: It can be easily checked that an arbitrary pair of A ¼ 0n�n In�n

0n�n 0n�n

� �

and B ¼ 0n�n

In�n

� �
is controllable and a pair of fA;Q1=2g, with Q ¼ In�n is observable.

Considering that the diagonal elements of RZYXðn2Þ, Tðn2Þ and J�1ðn2Þ possess mul-
tiplication of “cosine” functions, they hardly meet zero. So, the controllability and
observability of the proposed SDC parameterization are guaranteed, except for
ð/ðtÞ; hðtÞ;wðtÞÞ ¼ ð2k � 1Þp=2; k 2 Z. The orientation of /ðtÞ; hðtÞ;wðtÞ is not
supposed to reach p=2 due to stability of the quadrotor for normal flight; in case of
inverted flight, GPGV must be used.

Note: It should be noted that Bt in (8) should have been a 3 � 1 vector since the thrust
input is a scalar value. However, the SDC design based on Bt½ �3�1, will result in an
uncontrollable system. So, the design of (8) was done assuming a fully-actuated sys-
tem. In Sect. 6, the necessary modification to incorporate 3 virtual inputs to one actual
thrust TB will be established.

6 Virtual Constraint Under-Actuation Compensation

A quadrotor is an under-actuated system, possessing six-DoF motion in space and four
input actuators. One could divide the six-DoF system into two subsystems, three
translational motion ðxc; yc; zcÞ, and three rotational one ð/; h;wÞ. The contribution of
the input sBðtÞ in the lower sets of state-space Eq. (5) or (7) provides a stable con-
troller. However, the contribution of input thrust TBðtÞ through RZYX;3ðn2Þ in the upper
sets of the system (5) or (7) only controls zc direction. In order to control xc; yc
directions, additional constraints should be provided to link the motions in a mean-
ingful manner. The error of the state vector is defined as eðtÞ ¼ xðtÞ � xdes. A stable
control law is proposed (assuming the system is not under-actuated):

U ¼ �R�1
t ðxÞBT

t ðxÞKtðxÞet; ð10Þ

where RtðxÞ : R6 ! R
3�3 is the weighting matrix for inputs, et ¼ nT1 � nT1;des; :

h

tT1 � _nT1;des
iT

(GPLV) or et ¼ nT1 � nT1;des;
_nT1 � _nT1;des

h iT
(GPGV) is an error vector

including translational states, KtðxÞ : R6 ! R
6�6 is the symmetric positive definite

solution to the SDRE (dedicated for translational control):

AT
t ðxÞKtðxÞþKtðxÞAtðxÞ �KtðxÞBtðxÞR�1

t ðxÞBT
t ðxÞKtðxÞþQtðxÞ ¼ 0:

Replacing €n1 from the equation of motion with U results in [15]:

Uþ
0
0
g

2
4

3
5 ¼

c/shcw þ s/sw
c/shsw � s/cw

c/ch

2
4

3
5 TB
m

: ð11Þ
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Changing (11) to U1 U2 U3 þ g½ �T¼ RZYXðn2Þ 0 0 TB=m½ �T ; and multiply-
ing RT

ZYXðn2Þ from left side provides (RZYXðn2Þ is orthogonal):

RT
ZYXðn2Þ U1 U2 U3 þ g½ �T¼ 0 0 TB=m½ �T : ð12Þ

From Eq. (12), two relations could be found as constraints for determining desired
values for h and / [15]:

hdesðtÞ ¼ tan�1 U1 coswdes þU2 sinwdes

U3 þ g

	 

; ð13Þ

/desðtÞ ¼ sin�1 U1 sinwdes � U2 coswdesffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

1 þU2
2 þðU3 þ gÞ2

q
0
B@

1
CA: ð14Þ

Equations (13) and (14) are found based on cascade design [15]. So, the desired
vector n2;desðtÞ, is defined as

n2;desðtÞ ¼ /desðtÞ hdesðtÞ wdesðtÞ½ �T ; ð15Þ

where desired wdesðtÞ, in (13)–(15), could be independently set. Consequently, the
problem of under-actuation is solved and the thrust is in the form of:

TBðtÞ ¼m RZYX;3ðn2Þ
� �

1U1 þ RZYX;3ðn2Þ
� �

2U2 þ RZYX;3ðn2Þ
� �

3ðU3 þ gÞ
n o

¼m ðc/shcw þ s/swÞU1 þðc/shsw � s/cwÞU2 þ c/chðU3 þ gÞ� �
:

The design of the rotational control of the quadrotor is straightforward (similar to
(10)): sB ¼ �R�1

o ðxÞBT
o ðxÞKoðxÞeo; where RoðxÞ : R6 ! R

3�3 is the weighting matrix

for inputs, eo ¼ nT2 � nT2;des; t
T
2 � _nT2;des

h iT
(GPLV) or eo ¼ nT2 � nT2;des; _n

T
2 � _nT2;des

h iT
(GPGV) is error vector including rotational states, KoðxÞ : R6 ! R

6�6 is the sym-
metric positive definite solution to the SDRE (dedicated for rotational control):

AT
o ðxÞKoðxÞþKoðxÞAoðxÞ �KoðxÞBoðxÞR�1

o ðxÞBT
o ðxÞKoðxÞþQoðxÞ ¼ 0:

7 Simulations

In this section, both cases of GPLV and GPGV are simulated and compared. The
parameters of the quadrotor are based on the model in Ref. [17]. A regulation case
study is regarded to analyze the modeling and the controllers. The initial condition of
the system was set as equilibrium point and the desired position was xdesðtfÞ ¼
½0:4;�0:6; 1;/desðtÞ; hdesðtÞ; 0:2; 01�6�T . It should be noted that /desðtÞ; hdesðtÞ are
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defined by (13) and (14). The simulation was done in 10 s and the weighting matrices
were selected as Ro ¼ Rt ¼ 10� I3�3, Qo ¼ diagð1; 1; 1; 0; 0; 0Þ and Qt ¼ I6�6. More
details on weighting matrix selection could be reviewed in Ref. [13].The position of the
quadrotor in Cartesian coordinate is presented in Figs. 2 and 3. Trajectories of the
systems are presented in Fig. 4. The thrust and related moment of roll are illustrated in
Fig. 5. The error of the GPLV was found 43.1 mm and the one for GPGV 19.3 mm.
The change in the weighting matrix, variable a in Qt ¼ a� I6�6, increase or decrease
the error of the system. A range of constant matrices has been applied to study the
error, see Table 1.

Fig. 2. Position of the quadrotor in X (a), and Y direction (b).

Fig. 3. Position of the quadrotor in Z direction (a), and pitch angle of the system (b).

Fig. 4. Trajectories and configuration of the quadrotor.
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Angular velocities of the rotors are presented in Fig. 6 and the angle of the blades
in Fig. 7. The trajectories were almost similar in regulation in Fig. 4 though more
accuracy was obtained by GPGV. The steady-state thrust reached 4:59 ðNÞ as it was

Fig. 5. The thrust of the quadrotor (a), and moment input for roll (b).

Table 1. Change in the weighting matrix versus error of the quadrotor.

a Error GPLV (mm) Error GPGV (mm)

0.01 767.3236 765.4663
0.1 272.9474 264.6261
1 25.0975 7.8013
10 1.3296 0.1688
100 0.0624 0.0254

Fig. 6. Angular velocities of the rotors.

Fig. 7. Angles of the blades in variable-pitch rotor design.
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expected. The steady-state value of rotors’ angular velocities were set to 620:5 ðrad/s).
The increase in weighting matrix improves the results and accuracy nevertheless the
GPGV outweighs the other feedback selection. The reason for similarities in angular
velocities of the rotors, Fig. 6, or blade angles, Fig. 7, is rooted in the virtual constraint
design, Eqs. (14) and (15). Based on the virtual constraint design, the quadrotor yaw,
roll, and pitch angles are kept at minimum; so, the differences between the rotor angles
and rotor velocities are small.

The solution to the quadrotor control results in total thrust TB and input moment
vector sB which define the control input u ¼ ½TB; sTB�T , presented in Fig. 5. The relation
between u and thrusts could be done by fixed- or variable-pitch design. Figure 6 shows
the choice of fixed-pitch rotors and Fig. 7 presents the variable-pitch ones.

8 Conclusions

This work presented nonlinear fully coupled six-DoF control of a variable-pitch
quadrotor using the state-dependent Riccati equation. The dynamics equation of the
quadrotor was considered without any simplification and transformed to state-space
representation in two schemes: GPLV and GPGV. Both of them successfully simulated
on a system and analyzed. For the initial guess of the weighting matrix of states, the
error of the GPLV was found 43.1 mm and the one for GPGV 19.3 mm. The decrease
in the weighting matrix increased the error and the difference between the results of
GPLV and GPGV. Increase in weighting matrix Q, decreased regulation error and also
reduced the difference between two feedback selections. In all simulations and com-
parisons, the GPGV gained better accuracy. The reason is the assumption of _n2ðtÞ ’
t2ðtÞ in state-space representation of GPLV. The transformation of the force/moment of
the quadrotor to rotors were done using fixed- and variable-pitch design. The simu-
lation showed success and suggested the application of the SDRE in practical
implementations.
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Abstract. This paper proposes a Social Reward Sources (SRS) design
for a Human-Robot Collaborative Navigation (HRCN) task: human-
robot collaborative search. It is a flexible approach capable of han-
dling the collaborative task, human-robot interaction and environment
restrictions, all integrated on a common environment. We modelled task
rewards based on unexplored area observability and isolation and evalu-
ated the model through different levels of human-robot communication.
The models are validated through quantitative evaluation against both
agents’ individual performance and qualitative surveying of participants’
perception. After that, the three proposed communication levels are com-
pared against each other using the previous metrics.

Keywords: Human-robot interaction · Human-robot collaboration ·
Human-Robot Collaborative Navigation · Social reward · Motion
planning

1 Introduction

On its strife for enhancing life quality, humanity has developed an uncountable
number of technologies. Through the years we minimized the effort behind all
tasks and automation is a natural consequence of this quest, freeing humans
from labour burden and relegating them to supervisory roles. Robotics pursue
this ideal, automatic machines capable of physical interaction, motion, learning
and adaptation, but some environments offer greater resistance against their
intrusion, in particular those populated with humans. Making robots capable of
working in social environments is in itself a huge achievement but, despite they
may easily outrun humans on some applications, humans still remain as the core
experts on many others. The potential of human-robot collaboration cannot be
ignored, a coalition capable of exploiting both agents’ proficiencies. Achieving
effective human-robot collaboration (HRC) is more demanding than previous
robotic endeavours. In fact, the main pillars of HRC are: knowledge represen-
tation, planning, communication, plan sharing, decision making, agreement and
adaptation.
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The complexity of social biology is built on instinctual reactions, a feature
that inspired the creation of our SRS model, summarized in Sect. 3. This model
builds an integrated task and world representation, treating action planning and
perception as functionally equivalent events, upon which apply global planning
methods. Here, we shape this model towards human-robot collaborative search
design, exploring the reward space with an adapted motion planning algorithm.
Essentially, we define a testbed for model performance evaluation of collaborative
object search methods and propose a functional implementation for this task.

In this work, we focus on knowledge representation and planning for human-
robot collaborative navigation tasks. In the given object search testbed, localiza-
tion and interface communication are assumed solved and noise free. Similarly,
human and robot perception are modelled given a range and a field of view
and assumed to present no uncertainty. Moreover, the map of the search zone is
known.

In the remainder of the paper, a short review of related work is presented in
Sect. 2. Section 3 briefly defines the concept of “Social Reward Source (SRS)” and
summarizes the motion planning implementation. Section 4 defines the human-
robot collaborative search testbed and explains the proposed implementation,
Sect. 5 specifies the experiments’ details and validation metrics and Sect. 6 eval-
uates the obtained results. Finally, in Sect. 7, we discuss conclusions and future
work.

2 Related Work

Human-robot collaboration is a complex and transversal field. To address it, in
what follows we encourage a broad view through a brief survey on philosophical
and psychological collaboration definitions and fundamentals, a rough discus-
sion about social biology models, as well as briefly appointing some bio-inspired
robotics literature, and a review of the current state of the art in human-robot
collaboration.

2.1 Fundamentals on Human Collaboration

Bratman defined three characteristic features of any shared cooperative activ-
ity: mutual responsiveness, commitment to the joint activity and commitment to
mutual support [4]. Sharing a conceptual common ground has huge implications
in collaborative tasks [7] and, according to [28], shared intentionality transforms:
“gaze following into joint attention, social manipulation into cooperative com-
munication, group activity into collaboration, and social learning into instructed
learning”. Human groups fostering the development of shared task representa-
tions are proven to outperform those who don’t [29]. In [16] it is claimed that per-
ceiving and action planning are functionally equivalent: internally representing
external events. It is interesting to note that humans are capable of representing
robot actions in a similar manner [31].
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2.2 Biology Inspiration

Interactions based on long-lasting chemical marks that trigger instinctual reac-
tions in other individuals cached our attention due to their low cognitive require-
ments and their broad transversality along species. Especially, the usage of such
channels by social insects [30]. We found special potential in ants communica-
tion, illustrated by their job-specific trail marking pheromones, combining both
positive and negative feedbacks, capable of signalling long and short term attrac-
tive paths and temporal avoidance of such [17]. From all insect-inspired models,
we may highlight those making use of virtual pheromones [3,22,26].

2.3 Human-Robot Collaboration

When facing human-robot joint action, it is of utmost interest to analyze dis-
ciplines as human-human joint action and connect them to the human-robot
joint action case [8,15]. Theory of mind approaches take importance as we try
to model the knowledge of the robot: [9] estimates and maintains mental states
of other agents reducing the unnecessary information given to the human and
[19] claims to have built a cognitive robot to successfully share collaborative
spaces and tasks. Moreover, Roncone’s proposal [25] is able to autonomously
reason about the problem of allocating specific subtasks to either the robot or
its human partner.

Petit et al. [24] presented an approach using real-time multimodal learning
capable of negotiation and new actions integration through imitation. Legible
motion is defended in front of functional movement, which can harm coordination
[10]. In [2], robot intention was conveyed through its projection on objects, [23]
monitors human fatigue and [6] used trust as a latent variable. Many interest-
ing efforts approached physical human-robot collaboration (PHRC), a detailed
survey of this field can be found in [1].

Metrics for HRC. It has become necessary to quantitatively analyze the per-
formance of the heterogeneous teams to enable comparison between different
team configurations. Recently, [14] reviewed present subjective and objective
fluency metrics. He suggests to carefully observe objective metrics dynamic
behaviour, given their variability, and studies their correlation with subjective
metrics.

Human-Robot Collaborative Navigation. One of the first faced human-
robot collaborative challenges was side-by-side navigation [20,21]. In parallel,
[11,13] approached this challenge through Social Force Model (SFM) methods
and, in another context, [18,27] presented methods for side-by-side wheelchair
navigation. Alternative approaches to HRCN include co-driving, as the collabo-
rative teleoperation of a robot through dialogue [12] or the collaborative control
of wheelchair [5]. They are the first steps into collaborative models, but they are
task-focused thus can’t be extended to other applications. We pursue a flexible
model capable of representing multiple tasks and conveying such representations
to the human.
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3 Social Reward Sources

The SRS model is based on two primary instincts, attraction and repulsion, or in
other terms, positive and negative perception of one’s state. We can find many
literature applications based on reward function definitions in the literature, but
the SRS model aims not to describe the final reward, but to model its sources. It
can be seen as a generative model framework, as it describes sources properties
and dynamics affecting the final global reward. As introduced before, such model
is inspired in social biology mechanisms, as in the case of virtual pheromones.
Logically it easily extends to repulsion over personal space invasion, but these
social reward sources may encode higher level abstractions. This includes, for
example, the satisfaction over fulfilling a task, the propensity to follow someone’s
instructions or the discomfort felt when obstructing other people actions, as when
standing in front of a person trying to take a photograph. This model aims to
integrate and unify world and task representations, human-robot communication
and human social or profiling preferences in a unique interrelated framework.

Table 1. SRS implementation over sampling methods

Path generation Path selection

Cgen
n = Cgen,cm

n + Cgen,cs
n

Cgen,cm
n =

∑Pn
i

( ∑Sgen,cm

j (sj(i) · di−1,i) + cconn
i−1,i

)

Cgen,cs
i =

∑Sgen,cs

j (maxPn
i {sj(i)})

Csel
n = Csel,cm

n + Csel,cs
n + Csel,f

n

Csel,cm
n =

∑Pn
i

( ∑Ssel,cm

j (sj(i) · di−1,i) + cconn
i−1,i

)

Csel,cs
i =

∑Ssel,cs

j (maxPn
i {sj(i)})

Csel,f
i =

∑Ssel,f

j sj(i)

Where Cp,k
n is the cost contribution to the path Pn ending at node n of

Sp,k, the set of sources s of nature k (possibly being cumulative cm,
consumable cs or final f) and application policy p (path generation gen
and/or path selection sel). Also, cconn

a,b and da,b denote respectively the
connection cost and distance from a to b, being the latter in the
dimensional magnitude over which cumulative cost densities are defined

Ultimately, the only requirement for a reward source is to correctly generate a
reward function defined along all the search space. Nevertheless, consistent spa-
tial properties of humans’ world abstractions, such as objects, rooms or demon-
strative references, inspired setting a spatial interpretation for such sources. Due
to these and other functional and dynamic considerations, each source is defined
by the following properties: type (repulsive or attractive), application policy
(i.e. path generation and/or path selection), nature (cumulative, consumable or
final), model (i.e. standard decay, as Gaussian or power function models, or com-
plex definitions, as the graph-built observability presented in this paper), shape
and dynamics (movement).
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Fig. 1. Social reward sources. S − RRT � expansion and path selection for, from left
to right: (a) A hallway environment, (b) and (c) two consumable reward sources dis-
tributions ending on a final reword source.

When exploring the generated rewards, they can be mirrored to understand
them as costs. Essentially, any negative reward can be seen as the perceived cost
of receiving it, while a positive one can be modelled as a negative cost. Any
motion planning algorithm that takes these costs in consideration is a suitable
search engine for exploring space and computing a path. Here we have adapted
the well-known RRT � algorithm (Rapidly exploring Random Trees) due to its
computational efficiency. We call the resulting algorithm S − RRT �, where S
stands for “Sourced” emphasizing the usage of reward’s sources models. The
computation of the relevant costs within S − RRT � is summarized in Table 1.
Moreover, some applications of the method are shown in Fig. 1.

4 Human-Robot Collaborative Search

The main issue in collaborative search is to share the exploration progress with
each other. Several approaches to map sharing have been published for multi-
robot collaboration, but such approaches are not suitable for a human’s mental
map. Instead, humans actively do infer others’ knowledge from their actions
while, at the same time, they expect to be inferred themselves. Only in doubtful
situations, they do resort to specific task-related active communication. As a
matter of fact, humans are experts in social and navigation tasks, and thus
interacting with a robot can easily become boring or burdening.

The collaborative search testbed has been defined as follows: both the human
and the robot know the map of the search zone beforehand and the searched
object can be in any place of the unexplored zone with uniform probability.
The task ends when either one of the agents finds the object. In simulation
experiments, exploration progress is shown to the human to avoid misestimation
of the observed zone. Communication between the robot and the human can be
arbitrarily extended to enhance joint activity performance or fluency.

In our implementation, both human and robot detection capabilities are
defined as radial distances, their field of view is assumed of 360◦ and no detec-
tion uncertainty is considered, as observable in (Fig. 2a). The human is detected
and tracked by the robot through 2D laser sensors and the robot knowledge of
his or her contribution to the exploration is inferred accordingly (Fig. 2b). Two
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Fig. 2. Collaborative search testbed. From left to right: (a) The robot infers the unex-
plored zone from its detection range (red circle) and the person’s (blue circle). (b)
People detection is impossible when the person is out of sight, hence no inference is
done. (c) The person indicates the robot to avoid searching through that zone, as either
it is already explored or the person will do it on their own. (d) The person finds the
object, thus indicates the robot to come.

communication examples using our model are shown in Fig. 2c and d, being
respectively to “avoid going through a zone” or to “go to one place”.

Aiming at a specific model for the object search task, we discretised the
explorable area and built an observability graph. We model the belief of seeing
the searched object from one place as the observable unexplored zone from it
(Fig. 3a). Similarly, we model the search isolation of one place as the inverse of
the mean observability of the observable area from this point (Fig. 3b). Both
values are normalized and merged in a weighted sum, the second being added to
tune robot eagerness to clear neighbouring non-observed isolated zones before
addressing bigger zones. This combination is normalized and weighted on a log-
arithmic scale to construct the final search reward shown in Fig. 3c.

O(p) =
obs(p)∑

pi

B(pi) (1a)

I(p) =
(
obs(p)/

obs(p)∑

pi

O(pi)
)
·O(p) (1b)

S(p) = O(p)/max
pi

(O(pi)) · wo + I(p)/max
pi

(I(pi)) · wi (1c)

R(p) = log(S(p)/max
pi

(S(pi)) + 1) (1d)

Given B(p) is the prior probability of the object being at location p and obs(p)
is the observable zone by the robot from p. O(p), I(p) and S(p) are respectively
the observability, isolation and search scores of location p. wo and wi are the
tuned weight values for observability and isolation, R(p) is the normalized reward
nominal value of p. The search social reward source is of final nature and applied
in the path selection phase.
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Fig. 3. Collaborative search source. From left to right: (a) Observability score of the
current map exploration. (b) Isolation Score of the current map exploration. (c) Search
reward generated by the collaborative search source for wo = 0.8 and wi = 0.2, the
values found to work best.

5 Validation

To validate our model, we chose the BRL map from the Barcelona Robot Lab
Dataset1 and defined three different origins to begin the search (Fig. 4a). The
considered explorable area is discretised and shown in Fig. 4b and all objects in
the scene are assumed to block both the view of the robot and the human.

First, we tested human and robot individual search performance to establish
a baseline. After that, we tested the human-robot collaborative search model
through three different communication levels. In the first one, the human was
only able to see the exploration progress and the robot location. In the second
approach, the robot showed the human his perceived exploration progress and
his current planned path. During the third experiment, the human was able
to communicate with the robot through 5 instructions (Fig. 4c): three general
instructions (“go to this place”, “pass through this place” and “avoid this place”)
and 2 task-related informative messages (“I’m going to this place” and “I’ve
already been here”).

Fig. 4. Collaborative search experiments. From left to right: (a) BRL map. (b) Search
space discretisation. (c) Robot perceived exploration progress and visual feedback of
the communication instructions given to the human: “go to this place” (green cylinder),
“pas through this place” (blue cylinder), “avoid this place” (red cylinder), “I’m going
to this place” (brown area) and “I’ve already been here” (perceived explored area at
the top right zone of the map.

A total of 12 volunteers participated in the experiment, with ages between
15 and 34 (mean: 26.42 std: 5.23). On a scale of 1 (None) to 7 (Expert) their
1 http://www.iri.upc.edu/research/webprojects/pau/datasets/BRL/.

http://www.iri.upc.edu/research/webprojects/pau/datasets/BRL/
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average self-evaluated knowledge in robotics was 4.83 (std: 1.64). No one had
any experience using the framework, neither were they given the chance to prac-
tice. Each of them participated in three or four of experiment setups involving
humans, doing 3 or 6 episodes on each one equally distributed among the differ-
ent origins. Additionally, participants were surveyed after each communication
level setup whether they perceived robot plan as efficient and how much did they
change their plans due to the robot actions. Both questions were answered on a
linear scale from 1 (not at all) to 7 (completely).

During all the experiments, both the speed of the robot and the human were
limited. The robot was able to move at a maximum linear speed of 0.7 m/s,
being it the nominal maximum velocity of the real robot, a luggage transporter
mounted on a Pioneer P3-DX base. The human maximum velocity was limited
to 1 m/s and it’s movement controlled through a PlayStation 3 Dualshock 3
Wireless Controller. The final mean speeds of the human and the robot during
the simulations were 0.83 m/s and 0.53 m/s.

6 Results and Discussion

A complete plot of the collaborative search dataset is shown in Fig. 5. Here, we
can observe origin selection has a strong effect on the search progress dynamics.
Although the robot is slower, we can observe correlations between the human
and the robot search progress shape, suggesting their search policies are alike.

Robot behaviour consistently shows greater variability when beginning in
origin A until the last collaborative setup. Such variability presumably appears
due to the presence of two major bifurcations. Consistency in the collaborative
search with communication dataset suggests human users either instructed the
robot where to go or implicitly conditioned its choice by providing it with infor-
mation. As a matter of fact, all the participants preferred the robot to take the
hallway while they explored the remaining area in their side. Moreover, most
of them enforced this behaviour through direct orders, while the usage of the
task-related informative messages was relegated only to the right part of the
map.

Episodes beginning in B have the biggest robot contribution. In this origin,
after exploring the little zone at the left, both the robot and the user are enforced
to take the same direction. That obstructed searching in parallel. Except for late-
stage search progress when beginning in this origin, all three collaborative models
surpassed both the individual human and robot baselines. In terms of search
progress, however, neither of the three is significantly better than the others. We
judge that adaptation capabilities of the human, as well as its superior movement
capabilities, made up for the lack of communication.

Human subjective perception of the task, however, does change between the
three collaborative setups. Including human to robot communication seems to
increase the human perception of the robot efficiency and greatly decrease situ-
ations where the human is forced to adapt to the robot. Differences between the
other two models are less clear. Even though in the second one the human had
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Fig. 5. Human-robot collaborative search experiments. From left to right: episodes
beginning at origins A, B and C. From top to bottom: robot individual search, human
individual search, collaborative search, collaborative search seeing robot intention, col-
laborative search including human to robot communication and comparison between
the 5 setups, both in performance and concurrent activity.
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Fig. 6. Collaborative search survey

a broader perception of the robot intention, this might have enhanced conflict
situations between the human-perceived robot plan and their own. Results of
the survey are represented in Fig. 6.

7 Conclusions

In this paper, we presented a complete human-robot collaborative navigation
task implementation in the SRS framework, which is proven to outperform the
individual search baseline. Moreover, human to robot communication is proven
to have a major impact in human perception of human-robot collaborative tasks,
while performance might not be significantly affected in simple setting due to
the human adaptation capabilities.

We aimed to adapt fluency metrics analyzed in [14]. However, their dynamics
didn’t seem to correlate with the results obtained in the qualitative survey, which
may suggest the need to search for other quantitative metrics. Moreover, to do
so we identified actual progress in the exploration, as identifying all goal-driven
movement would result in the trivial case of not having idle time in any agent.

This is a first approach tackling task-oriented explicit collaborative navi-
gation. In future work, we will expand this model to include theory of mind
knowledge models, shared planning and agreement mechanisms.
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Abstract. Sociable robots are slowly entering domains such as education and
healthcare. As we are exposing our youth and elderly to these new intelligent
technologies, it is important to understand their perception and attitudes towards
robots. This study investigates the differences between elderly and young adults
in ascribing mind perception to a sociable humanoid robot. Both subjective and
behavioral measurements were employed to investigate the differences. Several
trends were found; elderlies attributed higher scores of mind perception to the
robot, whereas young adults seemed to have a more positive attitude towards it.
Elderlies seemed to apply human social models of interaction, whereas young
adults perceived a master-slave relationship between humans and the robot.
Furthermore, a significant positive correlation was found between mind per-
ception and attitude toward the robot for both groups.

Keywords: Human-Robot Interaction (HRI) � Sociable robots � Mind
perception � Humanoid robot � Elderly

1 Introduction

Recently, there has been a growing industry for sociable robots; this has opened a new
range of application domains, such as healthcare, education and entertainment. Several
studies have found positive effects of sociable robots in these application domains.
Robots in elderly care have been compared to animal-assisted therapy, which reduce
the loneliness that some elderly feel [1]. Furthermore, significant learning gains have
been found in test scores in a second language learning experiment conducted with
robots [2]. Outcomes of these studies sound very promising. However, there has been
criticism about the potential creation of social relationships between humans and
robots. Turkle et al. expressed [3]: “the fact that our parents, grandparents and our
children might say ‘I love you’ to a robot who will say ‘I love you’ in return, does not
feel completely comfortable; it raises questions about the kind of authenticity we
require of our technology”. Sparrow also argues that the design of robots predicts
mistaking, at a conscious or unconscious level, for real organisms and that this violates
our duty to apprehend our world accurately [4]. Contrarily, Sharkey and Sharkey
discuss that it is of human tendency to want to anthropomorphize objects and machines
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[5]. As robots are increasingly present in environments shared with humans, it is
important to investigate the perception people have of sociable robots.

Different researchers have studied questions related to such concepts. In a recent
study by Horstman et al., participants were instructed to switch off a robot after having
either a functional or social interaction with the robot [6]. During this interaction, the
robot was either objecting or not. The study found that participants hesitated longest
when they had a functional interaction, and the robot was objecting to being shut down.
Similarly, a study conducted by Rosenthal-von der Putten et al. found that participants
experienced increased physiological arousal and empathic concerns when exposed to a
video of a dinosaur robot being tortured [7]. These findings were in contrast with the
study of Bartneck and his colleagues [8]. They reproduced the famous Milgram
experiment where the participants had to follow the experimenter’s instructions to
induce ‘deadly’ electric shocks to a robot. In the original experiment, 65% of the
participants showed moral distress and some refused to continue giving increasing
electric shocks to the human subject. However, in the experiment with the robot, all
participants continued giving high voltage electric shocks to the robot. Kahn et al. also
investigated the social and moral relationships of children with a robot (Robovie)
during a 15-minute interaction [9]. The experimenters sought to engage the children in
an increasingly interesting and complex relationship with Robovie by sequencing them
in nine interaction patterns, which were socially plausible. Finally, this sequencing led
to having each child watch as Robovie was subjected to potential moral harm by the
experimenters. The children were videotaped to collect behavioral data and were
engaged in a semi-structured interview. The interview data revealed that the majority of
participants thought the robot had mental states (e.g. had feelings, was intelligent) and
had a moral standing (could be a friend or be trusted with secrets).

In order to have a deeper understanding of the social behavior of humans towards
robots, it is important to understand peoples’ perception towards robots. An area of
investigation within HRI has been whether people believe that the robot has a mind.
Gray and colleagues examined the degree in which people ascribe mental capacities to
various agents, such as an animal, baby and a robot; this is called mind perception [10].
They found two dimensions of mind perception: mind experience and mind agency.
Mind experience can be summarized as an agent’s perceived ability for “feeling”, such
as the capacity to feel: pleasure, fear, desire, hunger, consciousness, pain, rage, per-
sonality, embarrassment, joy and pride. Contrarily, mind agency is the agent’s perceived
ability for “being”, such as the capacity for: self-control, memory, planning, morality,
emotion recognition, thought and planning. In the study of Gray et al. [10], the robot
character received a low score for capacity for experience, but a moderate score for
agency (which was higher than a dog). Subsequently in [11], Gray et al. suggest that
mind perception is the essence of moral judgement because moral judgement is based on
the “cognitive template of perceived minds”. In other words, the higher the degree of
mind perception, the higher the chance that human rules of morality will be applied.

The theory of mind perception is very closely related to the phenomena of
anthropomorphism and applying social models to inanimate objects, in the sense that
human capacities of mind are attributed to non-human agents. Nass et al. found that
humans are more likely to attribute capacities of mind perception to inanimate objects
depending on the number and intensity of primitive social cues they receive from these
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objects [12]. In the case of robots, not only external appearance, but also their behavior
and successful task performance are shown to influence anthropomorphism [13]. While
higher anthropomorphism in social robots facilitates HRI, it is also found to impose
limitations on it. People expect humanlike robots to adhere to human norms and have
much higher expectations regarding their capabilities compared to machine-like robots
[13]. One should keep in mind that there are also individual differences in the per-
ception of identical non-human agents. It has been shown that children and elderly have
a higher tendency to anthropomorphize compared to young adults [14]. Interestingly,
literature suggests that robots with more humanlike capabilities and adaptive behavior
cause higher levels of anxiety and negative emotions in users, particularly elderly [15,
16]. A possible explanation for this negative effect could be lack of experience with
technology among elderly that leads to higher perceived mind capacities (of robots) and
hence generates an effect similar to computer anxiety [17].

The aim of the current study was to extend the foundational knowledge on the mind
perception of robots and investigate whether such perception leads to positive or
negative attitudes toward the robot. As mentioned before, there seems to be a negative
relationship between age and technology acceptance. In order to investigate age-related
differences in ascribing mind perception to a sociable humanoid robot, two age groups
(i) elderly and (ii) young adults were compared. The following research question was
raised: What are the differences between elderly and young adults in ascribing mind
perception to a sociable humanoid robot?

We hypothesized that elderly ascribe a higher level of mind perception to the robot
and as a result have a more negative attitude toward it compared to young adults.
Consequently, we expected that the elderly would be more inclined to believe that
moral injustice is done to the robot when it is subjected to potential moral harm.

2 Methodology

2.1 Participants

A total of 65 participants, all Dutch natives, participated in this experiment. Some data
were removed from analysis due to technical issues of the robot or incomplete answers
by the participants. The final analysis was based on the experimental data of 53
participants, 25 elderly (M = 68.88, SD = 7.12) and 28 young adults (M = 21.79,
SD = 2.95). All participants received explanation about the study and signed an
informed consent form before the experiment. The study was approved by the Research
Ethics Committee of Tilburg School of Humanities and Digital Sciences.

2.2 Experimental Setup

The experiments for the elderly took place at the elderly care home ‘de Wever’,
Tilburg, and the experiments for the young adults took place at Tilburg University
research labs. Both experiments had identical setup, and were conducted in groups of 2
to 4 participants. A room within the facility was reserved where the experiments could
be conducted in a quiet environment.
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The humanoid robot used in this study was the NAO robot developed by Aldebaran
Robotics (see Fig. 1). The robot, referred to as Charlie in this experiment, was pro-
grammed in advance but was also controlled by one of the researchers (not visible to
the participants). This researcher (Wizard-of-Oz) made sure that the robot processed the
verbal responses of the participants correctly and provided correct verbal responses
where necessary.

The interaction scenario lasted about 15–20 min and was designed to investigate
the perception and willingness of people to anthropomorphize an inanimate object. The
interaction consisted of three phases. In the initial introduction phase Charlie (the
robot) introduced himself. He told the participants that he came from Japan and was
looking forward to meeting them. He asked the participants whether they wanted to see
a short performance, and proceeded to show some moves of Tai Chi. This allowed
participants to see the complex movements the robot was capable of. After the intro-
duction phase, two rounds of riddles were played. The participants could ask Charlie
for hints or repetition of the riddles/hints. Finally, after the second round of riddles,
Charlie was interrupted by the experimenter and was told to stop. Charlie proceeded to
show verbal objection (e.g. “can I please stay here and finish my last riddle, I don’t
want to leave yet, please!”) and physical objection towards the researcher interrupting
him. An example of physical objection shown by Charlie was sitting down and putting
his hands up when the researcher tried to pick him up. Nevertheless, the experimenter
took the robot and left the room carrying it. The interaction was then terminated.

2.3 Measurements

A short pre-experiment questionnaire was used to assess previous experience of the
participants with technology. All participants had to rate their experience with
phones/computers and robots, based on a 5-point Likert scale ranging from “no
experience” to “professional”. All questionnaires employed in this study were filled in
individually using paper and pen and the participants took as long as they needed to go
through all questions.

A post-experiment questionnaire, including 13 questions, was used to measure the
perception of the participants after having an interaction with the robot. Eight items

Fig. 1. Young adults (left) and elderly (right) during interaction with robot Charlie.
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were chosen from the original 18 item scale of the Dimensions of Mind Perception
Questionnaire [18]. The scale was composed of two subscales; Mind Agency (con-
sisting of perceived capacity of the robot to recognize emotions, have thought, memory
and self-control) and Mind Experience (consisting of perceived capacity of the robot to
feel pleasure, hunger, pain and have a consciousness). Participants rated each item on a
5-point Likert scale ranging from “1 = No ability” to “5 = Complete ability”. Addi-
tionally, four questions were inspired by the Robot Attitudes Scale [19]. The following
4 items regarding Attitude were assessed (machine-like: human-like, unfriendly:
friendly, stupid: smart, artificial: a living being). These questions were also rated on a
5-point semantic differential scale. Finally, participants were questioned about moral
injustice done to the robot “How bad did you think it was when Charlie was taken away
against its will?”. They rated their response on a 5-point Likert scale ranging from
“1 = I was completely fine with it” to “5 = Horrible”.

The interaction was video-recorded and participant’s facial reactions during the
final interruption moments, where Charlie was being removed despite its objection,
were analyzed. This part of the interaction lasted approximately 30 s. The facial
expressions of the participants during these 30 s were investigated through qualitative
analysis of the videos manually conducted by the second author. The expressions:
neutral, disengaged, confused, concerned and amused were used to code the facial
expression. The most dominant expression of the participant was coded.

3 Results

3.1 Survey Results

Previous Experience with Technology
Previous experience with technology was assessed for both elderly (N = 25) and young
adults (N = 28) through a pre-experiment questionnaire. Majority of the elderly (48%)
indicated that they were experienced with phones/computers; this meant that they used
their phones/computers regularly and they knew how to use different kinds of programs
and applications. Fifty-six percent of the elderly indicated that they had no previous
experience with robots. A large part of the elderly (36%) indicated that they would rate
their experience with robots as “beginners”, which meant they had heard about robots
and seen them for example on the television. Seventy-five percent of the young adults
indicated that they were experienced with phones/computers. As opposed to elderly,
61% of the young adults indicated they had intermediate experience with robots, which
meant that they had seen a robot in real life.

Mind Perception (Mind Agency and Mind Experience)
A summary of Mind Perception scores from both groups are given in Table 1. Both
groups scored close to “moderate ability” for Mind Agency, elderly (M = 2.76,
SD = 0.93) and young adults (M = 2.66, SD = 0.77). The reliability of this scale was
assessed using the Cronbach’s Alpha, which had a good reliability (a = .81).
A Kolmogorov-Smirnov test revealed that both groups were normally distributed, for
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elderly D(25) = .16, p = 0.09 and for young adults D(28) = .08, p = .20. An indepen-
dent samples t-test was performed between elderly and young adults and found that Mind
Agency was not statistically different, Mdif = .099, t(51) = .42, p = .67, r = .06.

Regarding Mind Experience, both groups scored close to “little ability”, elderly
(M = 1.82, SD = 0.67) and young adults (M = 1.66, SD = 0.74). The reliability of this
scale was assessed using the Cronbach’s Alpha, which had a good reliability (a = .78).
Scores were not normally distributed (elderly group was normally distributed D
(25) = .12, p = 0.20, but the group of young adults was not D(28) = .20, p = 0.01),
therefore, a Mann Whitney U test was performed. The test revealed that the differences
in perceived Mind Experience were not statistically different between elderly
(Mdn = 1.75) and young adults (Mdn = 1.5) U = 288, p = .26, r = .23.

Attitude
A summary of Attitude scores collected from both groups are given in Table 2. Both
groups scored close to “neutral”, elderly (M = 2.95, SD = 0.74) and young adults
(M = 3.07, SD = 0.56). The reliability of this scale was assessed using the Cronbach’s

Table 1. Mind Perception scores for both groups

Mind perception Elderly
(N = 25)

Young adults
(N = 25)

M SD M SD

Mind agency
Ability to recognize emotions 2.64 1.11 2.14 2.36
Ability to think 2.56 1.08 2.36 0.83
Ability to remember 3.16 0.99 3.18 1.06
Ability to control itself 2.68 1.22 2.96 1.17
Mind experience
Ability to feel pleasure 2.40 0.96 2.46 1.37
Ability to feel hunger 1.56 0.71 1.21 0.57
Ability to feel pain 1.68 0.95 1.46 0.84
Ability to have a consciousness 1.64 0.91 1.50 0.76

Table 2. Attitude scores for both groups

Attitude Elderly
(N = 25)

Young
adults (N
= 28)

M SD M SD

Machine-like - Human-like 2.60 0.96 2.61 0.99
Unfriendly - Friendly 3.72 0.94 4.46 0.58
Stupid - Smart 3.16 1.18 3.18 0.67
Artificial - Living-being 2.32 1.15 2.04 0.92
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Alpha, which had a satisfactory reliability (a = .62). Data was not normally distributed
(elderly group D(25) = .15, p = 0.13, and young adults D(28) = .17, p = .04). A Mann
Whitney U test revealed that the differences in Attitude were not significantly different
between elderly (Mdn = 3.00) and young adults (Mdn = 3.13) U = 327, p = .68,
r = .18.

Perception of Moral Injustice
Analysis of the data revealed that the group of young adults (M = 3.11, SD = 1.10)
reported higher levels of moral injustice than elderly (M = 2.86, SD = 1.28).
A Kolmogorov-Smirnov test revealed that data from both elderly group D(25) = .20,
p = 0.01 and young adults D(28) = .22, p = 0.00 were not normally distributed. Thus,
the non-parametric Mann Whitney test was performed to assess the differences between
the two groups. The test revealed that there was no statistical difference between the
elderly (Mdn = 3.00) and the young adults (Mdn = 3.00), U = 285, p = .23, r = .10.

Correlation Between Mind Perception and Attitude
To check whether there is a relationship between Mind Perception and Attitude a
correlation analysis was performed for each group.

A Pearson correlation analysis was performed for the elderly. Scores from all items
in each construct were summed and used for the analysis. Elderly on average scored
18.32 (SD = 5.78) out of 40 for Mind Perception and 11.08 (SD = 2.60) out of 20 for
Attitude. A significant positive relationship was found between Mind Perception and
Attitude, r = 0.57, N = 25, p = 0.003 (Fig. 2 left).

A Kendall’s Tau correlation analysis was conducted for young adults. On average,
young adults scored Mind Perception 17.28 (SD = 5.48) out of 40 and Attitude 12.29
(SD = 2.26) out of 20. A significant positive relationship was found between Mind
Perception and Attitude, r = 0.30, N = 28, p = 0.034 (Fig. 2 right).

Fig. 2. Significant correlations were found between Mind Perception and Attitude for elderly
(left) and young adults (right).
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Correlation Between Mind Perception and Moral Injustice
Similarly, it was assessed whether there is a relationship between Mind Perception and
Moral Injustice for each group.

A Kendall’s Tau correlation analysis was used for the elderly group. No significant
correlation was found between Mind Perception and Moral Injustice, r = 0.25, N = 25,
p = 0.119. The same correlation analysis was performed for the data from young adults
group. Again no significant relationship was found between Mind Perception and
Moral Injustice, r = 0.26, N = 28, p = 0.078.

3.2 Video Analysis

Analysis of participants’ facial expression during the interruption time indicated that
majority of the elderly group showed signs of concern (32%) (see Fig. 3). They were
either frowning or watching the whole situation disapprovingly. For more than quarter
of the participants (28%) it was not possible to code a facial reaction. Thus, this group
was assigned to the category neutral. This group either showed no emotion, or the
emotion could not be classified as a non-neutral category. Twenty percent of the elderly
showed signs of confusion, most of these participants were looking back and forth
between the robot and the experimenter, and were trying to understand what was
happening. Sixteen percent of the elderly were clearly smiling; they were amused by the
situation of the robot objecting. Four percent clearly showed signs of disengagement.

Contrary to the elderly, 39% of the young adults group showed signs of amusement
(Fig. 3). This group of participants were smiling and enjoying the conversation that
took place between the experimenter and the robot. This is an interesting contrast
between the two groups, which will be discussed in the discussion section of this
report. Interestingly, a big part of the young adults (25%) also showed signs of concern
towards the robot and 18% of the young adults seemed confused about the situation.

In order to test whether there is a relationship between age group and facial reaction
a Pearson’s Chi-Square test was conducted. The test revealed no significant association
between age group and facial reaction, v2(4) = 3.99, p = .457.

Fig. 3. Facial reaction of elderly and young adults during the interruption phase.
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4 Discussion

The aim of the current study was to extend the foundational knowledge on mind
perception of sociable robots by elderly and young adults, and its impact on their
attitude toward the robot. Based on previous empirical evidence obtained by Epley
et al. [14], we hypothesized that elderly would ascribe higher levels of mind perception
to a sociable robot as opposed to young adults. In this study, mind perception was
measured through mind agency (e.g. ability to think) and mind experience (e.g. ability
to feel pain). Our results revealed that there was no significant difference between
elderly and young adults in the ascription of mind perception. Both groups scored close
to “moderate ability” for mind agency and mind experience. Although the differences
were not significant, elderly did seem to ascribe higher scores for mind perception than
young adults on average. This observation is in line with the findings of [14].

Additionally, we hypothesized that elderly would have a stronger negative attitude
towards the robot because they would ascribe higher levels of mind perception than
young adults. This hypothesis was based on previous research that found that elderly
reported higher levels of anxiety and negative emotions towards a robot that was either
more adaptive to the needs of the user [15] or had more humanlike appearance and
capabilities [16, 20]. Our results showed that both groups of elderly and young adults
assigned scores close to “neutral”, and the differences between the two groups were not
statistically significant. On average, young adults seemed to perceive the robot as more
humanlike, friendlier and smarter compared to the elderly. Although not significant,
this observation is in line with the hypothesized statement, which expected that young
adults would have a more positive attitude compared to elderly.

There might be various possible explanations for not finding a significant difference
in the employed experimental design. Various evidence has been found that individual
differences might affect one’s tendency to anthropomorphize inanimate objects. For
example, Rubin et al. found that anxious individuals are sensitive to agentic cues and
more readily apply anthropomorphism to objects [21]. The same study also found that
loneliness increases the perception of agency in inanimate objects. Asquith suggested
that some cultures seem more prone to anthropomorphism than others, and the setting
in which an individual interacts with an inanimate object heavily influences the ten-
dency to ascribe mind perception [22]. The current study did not take individual
differences (e.g. gender, loneliness or cultural background) into account, which might
have had a confounding effect on the results of this study.

It was expected that higher mind perception ascribed by the elderly would translate
into being more inclined to believe that moral injustice was inflicted on the robot [11].
Contrary to our expectation, young adults in general reported a higher score for moral
injustice in the survey, although this result was not significant between the two groups.
This is while the video analysis of participants’ reactions to the robot’s interruption
showed that elderly mostly seemed concerned about the situation while the majority of
young adults were amused by it.

In the follow-up talk with the participants, young adults used the terms “funny” and
“sad” to describe the situation. Interestingly, most of these participants perceived a
mother-child or master-slave relationship between the robot and the experimenter
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which made the behavior of the experimenter acceptable towards the robot. For this
group of participants the situation was not morally troubling, on the contrary, it was
“cute” and “funny”. Elderly, on the other hand, mentioned that the experimenter should
have communicated in a more friendly manner and let the robot at least finish his game.
Takayama and Pantofaru in [23] discuss how a person that perceives little agency in a
robot will perceive it as a “tool”. The fact that elderly used the word “rude” to define
their perception of the experimenter’s behavior towards the robot, indicates that they
did not perceive the robot as just a “tool”. According to most elderly, the experimenter
should have behaved “friendlier” and let the robot at least “finish his game”. These are
rules in line with human rules of morality. As mentioned by Gray et al. [11], mind
perception is the essence of moral judgement; the higher the degree of mind perception,
the higher the chance that human rules of morality will be applied. According to this
theory, this group of elderly did ascribe a sufficient amount of mind perception to the
robot to believe that moral injustice was done to it to some degree.

An important finding of this study was, contrary to expectations, a significant
positive relationship between mind perception and attitude in both elderly and young
groups, whereas previous research found a negative relationship, suggesting that higher
perceived human-likeness and mind capacities are associated with negative emotions
amongst elderly [15, 16, 20]. Interestingly, the relationship between mind perception
and attitude was almost twice as strong for elderly (R2 = 0.33) as opposed to young
adults (R2 = 0.16), which means that the attitudes of elderly was better predictable
based on mind perception than young adults. Stafford et al. established in their study
that attitudes are closely related to robot acceptance in elderly care homes [18]. Fur-
thermore, they found that eldercare robots have to be easy-to-use apart from being
functional. Mind perception in this context can be seen as predictor of technology
acceptance and attitudes. This can have implications for design and deployment of
eldercare robots. The positive relationship found between mind perception and attitudes
in this study can contribute to models that study human acceptance of technology.

A general limitation to this study was the small sample size, additionally there was
an unbalanced sample (25 elderly vs. 28 young adults). Expanding the number of
participants for each group will increase the statistical power of the results and sub-
sequently its reliability to generalize. Secondly, the current study aimed to investigate
the differences in mind perception between two age groups; elderly and young adults.
Comparing two groups of individuals that differ so much in age comes with difficulties
such as decline in cognitive abilities of the elderly. This could have influenced per-
formances in tasks such as question comprehension, recall of relevant information and
the formation of judgement. During the experiment, several participants from the
elderly group experienced difficulties in understanding the synthesized voice of the
robot. This led to some people not understanding the game of riddles that was played
with the robot. Furthermore, elderly needed some assistance in the comprehension of
the post-experiment questionnaire. It is debatable whether the self-reported differences
represent a true difference in mind perception.

In order to assess the participants’ conception of the robot’s moral standing, they
watched an act of moral injustice toward the robot executed by the experimenter. While
elderly found this act concerning, the majority of young adults did not interpret it unjust
as they assigned a master-slave relationship between the robot and the experimenter. It
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has been shown that perspective taking in HRI influences the level of mind perception;
people who take the role of an actor in the interaction attribute higher level of emo-
tional capacity and moral rights to the robot than people who are merely observers [24].
Therefore, different results might have emerged if participants were required to remove
the robot themselves.

Furthermore, the current study sought to investigate mind perception based on a
single interaction, which lasted approximately 15 to 20 min. Research has established
that time is an important component in the development of social relationships with
robots [25]. In order to understand to what degree humans ascribe mind perception to
robots and attach a moral standing to these inanimate objects, it is important to create a
setting in which social relationships between humans and robots can flourish. Many
participants of this study interacted with a robot for the first time and were impressed
by its appearance and capabilities. Therefore, the results might have been influenced by
the novelty effect. Many participants of each group indicated that they wished the
interaction lasted longer. Also, both elderly and young participants interacted with the
robot in a group setting and not individually. It has been shown that the recall of
interaction details in children is higher when they interact with a story-telling robot
individually rather than in group, although the emotion attribution to the robot
remained the same in both conditions [26]. Thus, future studies should investigate the
development of mind perception in elderly population over multiple and longer ses-
sions, as well as in individual vs. group interactions.

Finally, this study only collected subjective and behavioral measurements in order
to assess the impact of mind perception on participant’s attitude and response toward
the robot. Future research can employ objective measurements, such as skin conduc-
tance, to assess real-time physiological responses of participants to critical moments
during the interaction.

5 Conclusion

The aim of the current study was to investigate the differences between elderly and
young adults in ascribing mind perception to a sociable humanoid robot and whether
that would affect attitude toward the robot and perception of moral injustice applied to
it. Both subjective and behavioral measurements were employed to investigate the
differences between the age groups. Results revealed no significant differences between
the two groups in terms of mind perception and attitude toward the robot, but there was
a significant positive relationship between the two variables (mind perception and
attitude) in each group. Furthermore, post-interaction interviews showed that young
people assigned a master-slave relationship between the robot and experimenter, where
robot should follow the experimenter’s commands, whereas, elderly seemed to ascribe
a sufficient amount of mind perception to apply human rules of morality to the robot.
The results of this study suggest that both age groups conceptualize mind perception of
a sociable humanoid robot in a different way. Furthermore, there seems to be a dif-
ference in the most immediate reaction of people and in their reflective perspectives
later on. Findings of this study could be employed in the design of future robots and
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HRI scenarios, where it is especially important to consider the implications of the
development on individuals that are more sensitive to anthropomorphism (e.g. children
and elderly).
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Abstract. Natural and human-made disasters require effective victim
assistance and last-mile relief supply operations with teams of ground
vehicles. In these applications, digital elevation models (DEM) can pro-
vide accurate knowledge for safe vehicle motion planning but grid repre-
sentation results in very large search graphs. Furthermore, travel time,
which becomes a crucial cost optimization criterion, may be affected by
inclination and other challenging terrain characteristics. In this paper,
our goal is to evaluate a search heuristic function based on anisotropic
vehicle velocity restrictions for building the cost matrix required for
multi-vehicle routing on natural terrain and disaster sites. The heuris-
tic is applied to compute the fastest travel times between every pair of
matrix elements by means of a path planning algorithm. The analysis is
based on a case study on the ortophotographic DEM of natural terrain
with different target points, where the proposed heuristic is compared
against an exhaustive search solution.

Keywords: Multi-robot team · Heuristics · Search and rescue · Path
planning · Vehicle routing problem

1 Introduction

Efficient management of paths and routes for teams of autonomous off-road vehi-
cles is crucial for challenging robotic applications such as planetary exploration
[11], agriculture [4], and search and rescue (SAR) in post-disaster situations [6].
In off-road environments, the absence of pre-defined roads results in a much
larger search space, and terrain characteristics, such as gradient, affect vehicle
mobility in aspects such as navigability, travel time or energy consumption. In
this sense, grid representations such as digital elevation models (DEM) can cap-
ture terrain knowledge for each cell that is useful for considering terrain slope
navigability [9,14], fuel consumption estimation [13], the presence of victims at
risk in rescue operations [12], or weed infestation in farming environments [4].
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There is a growing interest in the vehicle routing problem (VRP) for fleets
of unmanned aerial vehicles (UAV) [10]. However, few works have addressed
the vehicle routing problems by considering terrain elevation. In [3] a digital
elevation map is considered for a team of UAVs in a terrain mapping application.
In the case of ground vehicles, [11], considers the functionality constraints of an
unmanned ground vehicle (UGV) where the goal is to reach a several target
points of a planetary surface in combination with an UAV by minimizing the
travelling distance.

Even if the VRP is intrinsically a spatial problem, some applications impose
relevant temporal aspects [5]. This paper focuses on SAR operations, where
selecting reliable paths is necessary to actually provide timely attention to vic-
tims. In fact, one major difference between the objective function in emergency
response routing and other routing problems is that the arrival time at victims’
locations is more important than the total travel time [2].

Planning node-to-node paths can be the first step in a VRP solution to build
the input cost matrix. A time-aware planning can be achieved by considering
the traversal times of the edges in topological search graphs [1,8]. Cells in grid
representations can be used as nodes in graph-search methods derived from the
Dijkstra algorithm [7], but high resolution maps may result in very large search
graphs.

In this paper, our goal is to evaluate a search heuristic function based on
anisotropic vehicle velocity restrictions for building the cost matrix required
for multi-vehicle routing on natural terrain and disaster sites. The heuristic
is applied to compute the fastest travel times between every pair of matrix
elements by means of a path planning algorithm. The proposed analysis is based
on a case study on an ortophotographic DEM with a set of target points, where
the proposed heuristic is compared against an exhaustive search solution. Thus,
the contribution of the paper is not focused on path planning or multi-vehicle
routing, but on the construction of the prior cost matrices required to address
these problems. In particular, the proposed algorithms allow defining a cost
matrix for each UGV.

The remaining of the paper is organized as follows. Section 2 introduces the
computation of travel time and cost matrices. Section 3 discusses experimental
results from a case study for a distribution of victims on a DEM. Section 4 closes
the paper with the conclusions.

2 Travel Time Matrices and Cost Matrices

This section proposes the computation of a set of travel time matrices T that
can be used to build cost matrices C for a number of UGVs (nugv). The outline
of the approach proposed in this work is given in Fig. 1. The cost matrix for each
vehicle indicates the times required to travel between any two elements of a set
of nv victims. The purpose of these C matrices is to be suitable for future multi-
vehicle routing solutions. First, we describe an exhaustive topological search
to find T by considering anisotropic behavior resulting from terrain relief and
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Fig. 1. Outline of exhaustive and heuristic computation processes of cost matrices

kinematic restrictions. Then, we introduce a heuristic to efficiently cope with the
large search space provided by the grid representation of the DEM.

2.1 Problem Formulation

The environment is represented by an n × m matrix E with elevation values
obtained from its DEM and the resolution δ is the distance between two con-
tiguous cells.

Traversal velocity matrices V can be built for each vehicle by considering
kinematic restrictions for each cell in E. Thus, V is a block matrix formed by
m × n sparse submatrices of the same order.

V ∈ Mm×n (Mm×n (R)) (1)

Consequently, there is a submatrix for each cell in the DEM. Each submatrix
represents the XY traversal velocity from the corresponding cell in the map
to its 8-neighbor cells, so the rest of elements of the submatrices is always zero.
Each element vc1c2 represents the XY traversal velocity from the cell c1 to its 8-
neighbor cell c2 and, therefore, null value expresses the kinematic inadmissibility
of UGV for a given traversal displacement.

Travel time matrices T for a given UGV are built as n × m matrices where
each element tij is the fastest (as optimized by the search algorithm) travel time
from cell c = (i, j) to the goal cell cg = (ig, jg).

The cost matrix C, for a given UGV, is an (nv + 1) × nv matrix where the
upper nv×nv square submatrix contains the fastest travel times between victims
and the last row contains the fastest travel times to each victim from the initial
UGV’s location.

2.2 Exhaustive Search Approach for Computation of Cost Matrix

Algorithm 1 describes the procedure to compute the cost matrix C for a given
UGV using an exhaustive search. This iterative method computes a travel time
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matrix T (Algorithm 2) for every goal cell and consults in T the travel time asso-
ciated with the locations of each other goal cells for assigning to an appropriate
element of C matrix.

Algorithm 1. Cost matrix C through an exhaustive search
Data: δ . . . the resolution of environment discretization
Data: V . . . the matrix with XY traversal velocities for a given UGV
Data: [cg1 . . . cgnv

] . . . the list of nv goal cells
Data: cs . . . the start cell for a given UGV
Result: C . . . the cost matrix for applying to VRP

1 foreach cgk2
∈ [cg1 . . . cgnv

] do

2 T ← ExhaustiveTravelTimesMatrix
(
δ,V, cgk2

)

3 foreach cgk1
∈ [cg1 . . . cgnv

] do C
(
k1, k2

) ← tcgk1

4 C
(
nv + 1, k2

) ← tcs

Algorithm 2. Exhaustive computation of the travel time matrix T
Data: δ . . . the resolution of environment discretization
Data: V . . . the matrix with XY traversal velocities for a given UGV
Data: cg . . . the goal cell
Result: T . . . the travel time matrix

Function ExhaustiveTravelTimesMatrix (δ, V, cg):
1 forall Vc ∈ V do tc ← ∞
2 CLOSED ← ∅ , OPEN ←

{
cg

}
, tcg ← 0

3 repeat

4 c ← argmin
c ∈ OPEN

{
tc

}

5 OPEN ← OPEN \
{
c
}

, CLOSED ← CLOSED ∪
{
c
}

6 foreach ck so that vckc �= 0 and ck�∈ CLOSED do

7 tck ← min

{
tck , tc +

δ · L2

(
ck, c

)

vckc

}

8 OPEN ← OPEN ∪
{
ck

}

9 until OPEN = ∅
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2.3 Exhaustive Search for Computation of Travel Time Matrix

Algorithm 2, based on the strategy of well-known methods like Dijkstra, its vari-
ations (A* or D*) or Fast Marching, describes the procedure to compute the
travel time matrix T for a given UGV. This algorithm does not incorporate
heuristics, so the search for fastest travel time is uninformed and exhaustive,
which implies a high computational cost, especially for the case of a topological
search graph based on a dense grid discretization.

In each iteration, the cells in the environment can be assigned to two sets:
OPEN and CLOSED. The set OPEN contains the cells in the environment
which have been evaluated. On the other hand, the set CLOSED contains the
cells c that have already explored by the algorithm and, therefore, whose travel
times tc have already been computed.

The algorithm initializes: (i) the T matrix to infinite values, (ii) the set
OPEN containing the goal cell cg = (ig, jg), and (iii) the travel time tcg

asso-
ciated with the aforementioned goal cell to zero (lines 1 to 2).

The iterative method explores the cell c = (i, j) belonging to set OPEN
with the shortest value of the evaluation function, i.e. the shortest travel time tc
(line 4), estimating the travel time from kinematically admissible cells ck - i.e.
those that have a non-null XY traversal velocity vckc - which have not yet been
explored (line 6). In this way, the travel time is accumulated in the successive
iterations by updating T with the travel time that the vehicle takes from every
cell until reaching the goal cell cg. For computation of cumulative travel time
(line 7), the algorithm considers the distance δ between contiguous cells in the
environment, the XY traversal velocity vckc associated with this displacement,
and the Euclidean distance L2 between the kinematically admissible cell ck =
(ik, jk) and the cell c = (i, j) extracted from the set OPEN in each iteration.

When the evaluation cannot continue (line 9), the travel time matrix T has
been computed for all cells in the environment.

2.4 Heuristic Search Approach for Computation of Cost Matrix

Algorithm 3 describes the procedure to compute the cost matrix C for a given
UGV using a heuristic search. This iterative method computes a travel time
matrix T (Algorithm 4) for each pair of cells whose represent each pair of victim’s
locations and consults in each T the travel time associated with the location of
respective start cell for assigning to an appropriate element of C matrix.

2.5 Heuristic Search for Computation of Travel Time Matrix

In order to increase the computational efficiency, a variant of the initially pro-
posed Algorithm 2 is presented, which uses of a heuristic to estimate the travel
time matrix T. The use of a heuristic aims to reducing the search space in
the environment, directing it towards the cell from where the navigation of
UGV starts in each case. To do that, Algorithm 4 presents modifications of the
Algorithm 2.
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Algorithm 3. Cost matrix C through a heuristic search
Data: δ . . . the resolution of environment discretization
Data: V . . . the matrix with XY traversal velocities for a given UGV
Data: [cg1 . . . cgnv

] . . . the list of nv goal cells
Data: cs . . . the start cell for a given UGV
Result: C . . . the VRP cost matrix

1 foreach cgk1
∈ [cg1 . . . cgnv

] do

2 foreach cgk2
∈ [cg1 . . . cgnv

] do

3 T ← HeuristicTravelTimeMatrix
(
δ,V, cgk1

, cgk2

)
, C

(
k1, k2

) ← tcgk1

4 T ← HeuristicTravelTimeMatrix
(
δ,V, cs, cgk1

)
, C

(
nv + 1, k1

) ← tcs

Algorithm 4. Heuristic computation of the travel time matrix T
Data: δ . . . the resolution of environment discretization
Data: V . . . the matrix with XY traversal velocities for a given UGV
Data: c0 . . . the cell from where the displacement starts
Data: cg . . . the goal cell
Result: T . . . the travel time matrix

Function HeuristicTravelTimesMatrix (δ, V, c0, cg):

1 forall Vc ∈ V do tc ← ∞ , t̃c ← ∞
2 CLOSED ← ∅ , OPEN ←

{
cg

}
, t̃cg ← 0 , hcg ← 0

3 while OPEN�= ∅ and c0�∈ CLOSED do

4 c ← argmin
c ∈ OPEN

{
t̃c

}

5 tc ← t̃c − hc

6 OPEN ← OPEN \
{
c
}

, CLOSED ← CLOSED ∪
{
c
}

7 foreach ck so that vckc �= 0 and ck�∈ CLOSED do

8 hck ← δ · L2

(
ck, c0

)

max
{
V

}

9 t̃ck ← min

{
t̃ck , tc +

δ · L2

(
ck, c

)

vckc
+ hck

}

10 OPEN ← OPEN ∪
{
ck

}

Algorithm 4 establishes two reference cells: (i) location cg of the victim to
assist, and (ii) initial location c0 of the UGV from where the navigation starts.
While the first proposal, presented in the Subsect. 2.3, only requires cell cg asso-
ciated with the location of each victim, this second one requires a new reference
cell c0. The cell c0 will be different depending on the element C

(
k1, k2

)
of cost

matrix C that is being estimated, representing the new location from where the
UGV navigation will start after assisting each victim.



Velocity-Based Heuristic Evaluation 115

1

1

2

3
4 5

6
7

8

9

2

Fig. 2. DEM of a real environment. The elevation of the terrain is represented with
different red tonalities, where darker tone indicates higher elevation value. The irregular
shape in the graph’s border represents unmodeled area of the environment.

Algorithm 4 describes the heuristic procedure to compute the travel time
matrix T of a given UGV from an initial cell c0 to a goal cell cg in the environ-
ment. As in Algorithm 2, in each iteration, the cells in the environment can be
assigned to two sets: OPEN and CLOSED.

During the iterations, the method updates values tc of T (line 5) using two
auxiliary matrices T̃ and H. For each cell c belonging to the set OPEN, the
matrix T̃ contains the estimated travel time t̃c from the initial cell c0 to the goal
cell cg as it passes through the cell c (line 9). On the other hand, the matrix H
contains the estimated time hc from the initial cell c0 to the cell c (line 8). The
matrix H is used as a heuristic to accelerate the convergence of the algorithm.

When the search cannot continue or the initial cell c0 has been explored
(line 3), the travel time matrix T has been computed for a subset of cells in the
environment (CLOSED set).

3 Experimental Analysis

In this section we compare the performance of the heuristic search algorithm
against the uninformed exhaustive search method. The computation has been
carried out using Matlab code on a 6-core Intel i7-8750H CPU 2.21 GHz. In
particular, we consider a case study with two omnidirectional UGVs (nugv = 2)
and nine victims (nv = 9). Figure 2 shows a digital elevation model (DEM)
of a real SAR experimentation environment [6] where UGVs and victims are
represented as numbered hexagons and squares, respectively. The dimensions of
the DEM are 230 × 243 m with a resolution of one meter.
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Table 1. UGVs’ kinematic restrictions

UGV-1 UGV-2

Safety radius 1.4 m 1.4 m

Nominal speed 0.3 m/s 0.2 m/s

Maximum navigable slope 20◦ 35◦

Table 2. Resulting cost matrices C for the case study (in seconds)

Victim # 1 2 3 4 5 6 7 8 9

(a) C1 for UGV-1

1 0 391 147 497 408 686 514 90 541

2 391 0 523 115 110 300 215 343 155

3 147 523 0 629 540 819 646 198 674

4 497 115 629 0 223 259 320 449 147

5 408 110 541 223 0 401 111 361 226

6 686 300 819 259 401 0 443 466 268

7 514 215 646 320 111 443 0 466 268

8 90 343 198 449 361 639 466 0 494

9 541 155 674 147 226 175 268 494 0

UGV-1 222 517 367 623 535 813 640 237 668

(b) C2 for UGV-2

1 0 360 217 303 453 678 616 135 511

2 360 0 353 151 162 450 322 267 232

3 217 353 0 207 510 462 673 297 407

4 303 151 207 0 313 388 471 288 213

5 453 162 510 313 0 602 167 340 339

6 678 450 462 388 602 0 665 675 263

7 616 322 673 471 167 665 0 504 402

8 135 267 297 288 340 675 504 0 462

9 511 232 407 213 339 263 402 462 0

UGV-2 433 215 492 364 96 657 248 305 399

The anisotropic traversal velocity matrices, V1 and V2, have been defined
beforehand for each UGV. These velocity matrices contain the XY traversal
velocities for each cell in the environment towards each of its 8-neighbors. The
algorithms proposed in this paper are independent of the number of kinematic
restrictions considered to build V for a given application. On an illustrative level,
this case study considers a simple set of restrictions, which are given in Table 1.
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Fig. 3. Examples of graphical representation of travel time matrix T to reach victim
#4 with exhaustive search

3.1 Cost Matrices

Both search methods reach the same values for the cost matrices C1 and C2

computed for both UGVs (see Table 2). The upper squared submatrices of C1

and C2 provide the fastest travel time between the corresponding pair of victim
locations whereas the last row indicates the fastest time between the initial
position of the UGV and the victims.

The costs between victims depend on the relative positions between them,
the terrain relief and the kinematic restrictions contained in the V matrices.
For example, while the cost for UGV-1 between victims #3 and #4 is 629 s, for
UGV-2 it is 207 s. This difference can be explained by the limitations of UGV-1
to surpass the steep slope between victim positions (see Fig. 2), which provoke a
longer around path. Conversely, the faster nominal speed of UGV-1 results in a
lower cost when travelling between #5 and #7 (i.e., 111 s against 167 s), where
both vehicles could travel in a straight line.

3.2 Exhaustive Search Approach

With exhaustive search, T matrices need to be computed only once for each
victim/UGV pair (see Fig. 1). For each UGV, (nv +1)×nv elements of C matrix
are assigned looking the corresponding values up in the set of T matrices. The
computation times for obtaining each one of nugv × nv T matrices (18 for the
study case) range between 57.5 ms and 84.8 ms. The total computational time
to obtain the cost matrices for both UGVs has been 1249 ms.

Figure 3 illustrates two examples of travel time matrices T computed with
the exhaustive search approach. These examples correspond to the computation
of T to reach victim #4 with each UGV. The victim’s location is represented
with a yellow circle. Each cell represents the fastest travel time to reach the
victim starting from that cell. Travel times are represented with different shades
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Fig. 4. Examples of graphical representation of travel time matrix T from victim #3
to reach victim #4 with heuristic search

of green. The white cells are those from where the victim cannot be accessed
due to UGV’s kinematic restrictions (i.e., the search has not produced a solution
path).

This difference can be explained by the limitations of UGV-1 to surpass the
steep slope between victim positions (see Fig. 2), which requires a longer around
path. Furthermore, the darkest green cells for UGV-1 (see Fig. 3a) represent a
low area of the natural terrain from where the vehicle needs to travel around
an unsurpassable slope to assist victim #4 (see Fig. 2). However, UGV-2 has
no limitations to surmount most terrain slopes in these environment (with the
exception of those in white cells) so travel times are more related to Euclidean
distance (see Fig. 3b).

3.3 Heuristic Search Approach

With heuristic search, T matrices need to be computed once for each victim
pairs and UGV. The computation times for obtaining each one of nugv × n2

v T
matrices (162 for the study case) range between 7.9 ms and 26.9 ms. The total
computational time to obtain the cost matrices for both UGVs has been 1956 ms.

Figure 4 illustrates two examples of travel time matrices T computed with the
heuristic search approach. These examples correspond to the computation of T
to reach victim #4 from #3 with each UGV. The victim’s location is represented
with a yellow circle and the initial location of displacement is represented with
a yellow star. Only the closed cells in Algorithm 4 have a green shape. Thus, the
white area represents the cells in the environment where the search has not been
done and, therefore, the fastest travel time has not been computed. The search
space is reduced and the computational time to obtain each individual T matrix
is decreased. Victim #4 is accessible for UGV-2 with shorter travel time (207 s)
than UGV-1 (629 s), which requires a longer around path due to their kinematic
restrictions. Whereas, UGV-2 could travel in a straight line (see Fig. 4b).
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Fig. 5. Average computational cost (in seconds) of exhaustive against heuristic
approaches for obtaining cost matrices C with two UGVs and different numbers of
victims

Figure 5 addresses scalability by presenting the average computational cost
(in seconds) to build the cost matrices against the number of victims. In rela-
tion to the case study presented, the graph represents the total computation
time to construct the cost matrices for both UGVs and a variable number from
1 to 9 victims. For a number of victims less than 6, the heuristic search app-
roach has a total computation time less than the exhaustive search approach
because the search space reduction - i.e. reduction of the computation time of
the T matrices -, in Algorithm 4, compensates for the increase in the number
of T matrices. Conversely, for a 6 or more victims, increasing the number of T
matrices penalizes the total computation time.

4 Conclusions

In multi-robot disaster response on natural terrain, travel time is a crucial cost
optimization criterion that may be affected by inclination and other challeng-
ing terrain characteristics. In this paper, we have evaluated a search heuristic
function based on anisotropic vehicle velocity restrictions with the purpose of
building the cost matrices required for multi-vehicle routing on natural terrain
and disaster sites. The analysis has been based on a case study on the ortopho-
tographic digital elevation model of natural terrain with different target points.
The heuristic has been applied to compute the fastest travel times between every
pair of matrix elements by means of a path planning algorithm.

Two alternative approaches, i.e., uninformed versus heuristic-based, have
been analyzed to compute cost matrices C that represent the estimated times
reaching every victim from another victim as well as from the UGVs’ initial loca-
tion. Although use of the velocity-based heuristic function aims to reducing the
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computational cost, the increasing of number of matrices to calculate causes the
total computation time to compute the cost matrices to increase as the number
of victims grows.

Future work will consider the definition of a VRP solution for multiple het-
erogeneous vehicles that will use the velocity-based cost matrices.
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7. Garrido, S., Moreno, L., Mart́ın, F., Álvarez, D.: Fast marching subjected to a
vector field-path planning method for Mars rovers. Expert Syst. Appl. 78, 334–
346 (2017). https://doi.org/10.1016/j.eswa.2017.02.019
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9. Muñoz, P., R-Moreno, M.D., Castaño, B.: 3Dana: a path planning algorithm for
surface robotics. Eng. Appl. Artif. Intell. 60, 175–192 (2017). https://doi.org/10.
1016/j.engappai.2017.02.010
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Abstract. This paper addresses the topic of emergency landing spot
detection for Unmanned Aerial Vehicles (UAVs). During operation, the
vehicle is susceptible to faults and must be able to predict the land
spot able to ensure that the UAV will be able to land without dam-
ages and injuries to humans and structures. A method was developed,
based on geometric features extracted from Light Detection And Rang-
ing (LIDAR) data. A simulation environment was developed in order to
validate the effectiveness and the robustness of the proposed method.

Keywords: LIDAR · Landing site detection · Emergency landing

1 Introduction

In recent years, the use of aerial vehicles has been growing significantly due
to the applicability in different kinds of operations, such as search and rescue,
delivery, surveillance, inspection and interaction with the environment. Although
the accident rate is relatively small, they are susceptible to external disturbance
or electromechanical malfunction. In this type of situations, UAVs must safely
land in a way that will minimize damage to itself and won’t cause any injury to
humans.

Consequently, estimate a reliable landing spot is essential to safe operation.
In order to determine a landing spot, a set of conditions must be considered
when analyzing the sensor data. These conditions are typically restraints on the
surface such as slope area, and roughness, and the distance that the vehicle must
perform to return to the landing position. For instance, considering a delivery
system, the vehicle could be affected by disturbances such as wind which may
affect energy consumption. Hence, knowing a landing spot improves operation
safety.

There have been various researches on landing site searching and selection
over the years. LIDAR-based systems were proposed in [9,18] and [10]. In the first
two cases, geometrical features were used to detect and classify suitable land-
ing sites in a point cloud and different techniques for real-time implementation
of those algorithms were discussed. In the last case was proposed an algorithm
capable of detecting safe landings spots covered in vegetation. The novelty of the
c© Springer Nature Switzerland AG 2020
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algorithm was the coupling of a volumetric occupancy map with a 3D convolu-
tional neural network. This approach allowed to distinguish between vegetation
that can be landed and objects that should be avoided.

Vision-based systems have been the more popular approach to the prob-
lem because the sensor is cheaper, smaller and lighter than active sensors like
LIDARs. In [2,5,8] and [20] were discussed approaches for real-time processing
of monocular image sequences for autonomous detection of safe landing sites.
Approaches using stereo vision information were proposed in [15] and [11]. In
the first case, the detection and classification of landing sites were done over the
data given by a depth and a flatness map, both calculated from the information
acquired by a stereo pair. In the second case, the stereo vision was used to obtain
an elevation map, this information was then used to detect and classify suitable
areas for landing. In this paper was also discussed waypoint path planning for
autonomous landing. Other vision-based approaches, like [1,14] and [6], involve
multistage neural network classification techniques to classify candidate landing
sites.

Useful literature discussing fast and efficient point cloud analysis can be found
in [7,12,19] and [4]. In the first case, Random Sample Consensus (RANSAC) was
used for decomposing a point cloud into a structure of inherent shapes and a
set of remaining points. The second paper discussed the critical issues of ground
filtering algorithms for LIDAR data. The third paper presents various optimiza-
tions of the 3D Hough Transform applied on plane extraction in point cloud
data. Finally, the last paper was proposed a new approach for plane detection.
The algorithm explores the point cloud randomly in search of planar surfaces by
applying Principal Components Analysis (PCA). This approach tries to achieve
a balance between high accuracy and fast performance.

Following this motivation, this paper describes novel methods able to detect,
store and select emergency landing spots in operation time. Our algorithm is
based on geometric analysis of the data. In addition, the probability of a spot is
the best landing zone should depend on several factors as well as vary while the
robot is operating.

The paper outline is as follows: in the next section, we will describe the
problem our project tries to solve. In Sect. 3, we describe our proposed algorithm
and the Robot Operating System (ROS) architecture, followed by simulation
results in Sect. 4. Finally, in Sect. 5, we discuss the conclusions achieved and
future work.

2 Problem Formulation

The main focus of this project is to detect and select safe landing sites during
the operation. Therefore, the algorithm must be able to classify the incoming
data and store the location of suitable areas.

The suitability of a landing site depends on two main factors, the distance of
the aircraft to the landing site and the ground conditions. The ground conditions
are all the factors that are relevant when the aircraft is in contact with the
ground. The conditions considered in this project are:
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– The slope of the plane;
– The roughness of the area;
– The size of the spot;
– Presence of obstacles;
– Distance to vehicle.

Is important to notice that, since one of the factors is the distance of the air-
craft to the landing site, all the stored areas need to be re-evaluated throughout
the operation.

3 Proposed Algorithm

The proposed algorithm is designed to have sequential steps similar to a pipeline,
i.e. a set of data processing blocks connected in series. The input to our method
is a set of 3D points given in LIDAR coordinates. Figure 1 shows the framework
of the algorithm. The different stages are explained in the following sections.
Furthermore, the method is designed on the modular multi-threaded framework
ROS [16] which presents a large community and support.

Raw Pointcloud Data

Transform to world frame

Accumulate pointcloud

Check if
conditions are met

Downsample pointcloud

Subdivide cloud
using octree

Choose a random point

Determine the spherical
neighbourhood of the point

Apply PCA and determine plane slope

Slope less than
θmax degrees?

Increase neighbourhood radius

Compute centroid and classify plane

Send best spot position to main node

yes

no

yes

no

Fig. 1. Structure of our landing spot detection algorithm.
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3.1 Frame Transformations

Generally, the pose of a robot is given in the inertial coordinates system. Conse-
quently, the landing spot must be in the same coordinates. Then, the first step
of the method is to transform the point cloud from LIDAR reference frame to
the world reference frame as defined by Eq. 1.

pW (t) = RW
B × RB

L × pL(t) (1)

Considering a 3D point pL(t) in the LIDAR reference frame, at instant t.
The transformation matrix given by RB

L transforms the point to the body ref-
erence frame. Then, the RW

B matrix multiplied by RB
LpL(t) results in the data

expressed in the world reference frame. Finally, the point cloud registered in
global coordinates is stored until it reaches the conditions to start the next step.
We defined two conditions: the cloud size reached the maximum threshold or the
robot traveled a sufficient distance from the origin. This step is done considering
only the vehicle pose. In future projects, we would also use the vehicle velocity.

3.2 Cloud Downsampling

Accumulating the data until the necessary conditions are accomplished will
increase computational effort. In order to obtain better performance in terms
of execution time and memory consumption, it becomes necessary to perform
the downsampling of the point cloud. Therefore, a Voxel Grid filter implemented
in the Point Cloud Library [17] is used. The filter takes a spatial average of the
points in the cloud. A set of 3D volumetric pixels (voxel) grid is generated over
the cloud and the points are approximated with their centroid. This method
allows to decrease the number of points of the cloud and gives a point cloud
with approximately constant density. Finally, the algorithm reset the original
point cloud in order to free the memory.

3.3 Octree and Neighbourhood Identification

The next step is to determine the neighborhood of a point to perform the plane
identification method. For this reason, the point cloud is spatially structured
using octree. Each internal node of the octree is subdivided into eight octants.
By using a tree structure like an octree, the execution time of a search algorithm
is considerably reduced [13]. There are different methods used in neighborhood
identification. In our case, the algorithm finds the spherical neighborhood of a
randomly chosen point. Considering a point p(xp, yp, zp) in the point cloud, the
neighbourhood N(p) of this point with radius r is determined by:

N(p) = {∀q : (qx − px)2 + (qy − py)2 + (qz − pz)2 < r2} (2)

where q(xq, yq, zq) is any point in the cloud. The radius r is defined by the user
as depends on sensor and environment characteristics. By applying the Eq. 2, all
the points placed inside the sphere are considered as part of the neighbourhood.



126 G. Loureiro et al.

3.4 Plane Identification

After the previous step, it is possible to calculate a planar surface given the
neighborhood points. This is done satisfactorily by using the PCA algorithm.
PCA applies an orthogonal transformation to map the data to a set of val-
ues called principal components. These principal components are then sorted
in descending order regarding their variance. The procedure is done using the
covariance matrix and its eigenvectors and eigenvalues as shown in the following
equations:

C =
1

n − 1

n∑

i=1

(X − X̄)(X − X̄)T (3)

CV = VD (4)

where n is the number of points, D is the diagonal matrix of eigenvalues of C
and V is the eigenvectors matrix.

Considering the plane equation given by:

ax + by + cz + d = 0. (5)

The normal vector is represented by:

n =

⎡

⎣
a
b
c

⎤

⎦ (6)

The eigenvectors in Eq. 4 serve as the three axes of the plane while the eigenval-
ues indicate the square sum of points deviations along the corresponding axis.
Therefore, the eigenvector with the smallest eigenvalue represents the normal
vector given by Eq. 6 and the points are bounded by the other two axes.

In this perspective, the slope of the plane is examined using the normal
vector. The slope is the angle between the normal vector and the vertical vector
ẑ =

[
0 0 1

]T is computed using Eq. 7:

θ = arccos (ẑTn) (7)

Consequently, a first evaluation can be done using the plane slope. If the
resulting value is greater than the maximum angle permitted for the robot,
the plane is rejected. Otherwise, the neighborhood radius used in the previous
section is increased and the method is repeated. By doing this procedure, we try
to find regions with different sizes that can be considered a landing spot.

The Algorithm 1 describes the neighborhood and plane identification steps.
The idea of the method is to detect planes for npoints random search points with
increasing radius. In summary, only the planes that have the slope within the
desired range are sent to the register stage. Table 1 describes the parameters
used in the algorithm.
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Algorithm 1. Algorithm for neighbourhood and plane identification steps.
Input: pointcloud downsampled
1: for j = 1 to npoints do
2: Select random point in cloud as the search point

Declare radius and vectors of cloud indices
3: float rmin, vector radiusInx

While the plane is accepted, do radius search
4: while planeBool = true do
5: Start radius search;
6: if (radiusInx ≥ nmin) then
7: Get points inside the neighbourhood;
8: Start PCA;
9: Compute plane parameters;

10: Compute plane slope;
11: if slope ≤ θmax then
12: Increase radius;
13: else
14: planeBool = false
15: end if
16: end if
17: end while
18: end for

3.5 Registration and Classification

Given the algorithm presented in the previous section, the next step consists in
evaluate the detected planes. In this perspective, many factors are considered
to decide the best landing spot. Initially, each factor is computed individually.
Then, they are rated with different weights and a linear combination of the
resulting rates are considered to calculate the percentage of the spot reliability.
The analyzed factors are rp, θp, σp, dv, presented in Table 1. In this stage, we
set a maximum standard deviation σmax and discard planes that exceed this
value.

Using this parameter, we evaluate the landing spot in terms of terrain rough-
ness, vehicle stability when landed, obstacle clearance of a location. Besides this,
the ground path to the spot is considered. Finally, the spots are stored and sorted
from highest rate to smallest. In general, a spot quality depends on the robot
trajectory. In this perspective, the stored spots are re-evaluated periodically.

3.6 ROS Communication

The developed method was implemented in ROS (Robot Operating System).
Figure 2 details the nodes architecture. The red block is related to the robot’s
nodes that publish the desired messages as Pose and PointCloud2 while the blue
blocks represent the algorithm nodes.

The landing spot node subscribes to the robot’s topics that receive a Point-
Cloud2 and Pose messages. In addition, it is responsible to realize the frame
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Table 1. The parameters used in the proposed algorithm. Each parameter is defined
by the user.

Parameters Description

npoints Number of random points chosen from the cloud cluster

nmin Minimum points used to fit a plane

rmax Maximum radius considered for a plane

rmin Minimum radius considered for a plane

θmax Maximum slope accepted for the drone

σmax Maximum standard deviation accepted for the plane

rp Spot radius

θp Spot slope

σp Standard deviation of the spot

dv Distance from the spot to the vehicle

landing spot nodedrone nodes
/Pose

/PointCloud2

plane detection node

spot register node

/PointCloud2

/CustomMessage

/PointStamped

Fig. 2. ROS Nodes of our system.

transformations and point cloud downsampling steps discussed in the previ-
ous sections and publish the resulting cloud to the plane detection node. In this
node, the octree is generated and the PCA algorithm is used. The node is also
responsible to publish the detected planes to the next stage as the custom mes-
sage described in Table 2. The custom message has the data that is going to be
used in the registration step. Finally, the spot register node receives the message,
computes the plane centroid, slope, standard deviation and rate the planes. At
a user-defined rate, the node sends the best landing spot as a PointStamped
message.

Table 2. Message That Represents a Plane

Message type Description

PointCloud2 The set of points that represents the plane

float32[] The plane parameters

float64 The plane radius
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4 Simulation and Results

4.1 Setup

For simulation, purposes were chosen the Modular Open Robots Simulation
Engine (MORSE) [3]. It is an open-source simulator that provides several fea-
tures of interest for robotic projects. It is developed in Python and makes use
of the Blender Game Engine to model and render the simulation. MORSE pro-
vides a set of standard robots, sensors, and actuators that can be interconnected
to create any robot configuration. This flexibility allows the user to control the
level of abstraction in a variety of simulation scenarios. MORSE also supports
various middlewares, one of which is ROS.

Regarding our project simulation, we considered a generic 3D laser scanner
(similar to the model Puck from Velodyne LIDAR) attached to the bottom of
a generic quadrotor. The configuration and reference frames of the world (W),
quadrotor (B) and laser scanner (L) are illustrated in Fig. 3. The XYZ axes
correspond to red, green and blue colors respectively. For the localization of the
drone during the simulation, the morse’s pose sensor is used. We considered two
simulation scenarios, a normal one, which consists of a residential area that has
houses, trees and a bunch of good landing spots, and a bad one, which tries
to simulate a dense forest with small glades scatter in the map. In terms of
algorithm parameters, we set the voxel size in the filter described in Sect. 3.2 to
0.05 m, the maximum slope and standard deviation were set to θmax = 15◦ and
σmax = 0.20 m, respectively.

Fig. 3. Simulation reference frames.

4.2 First Scenario

In this section, we show results for the simulation in a good scenario shown in
Fig. 4(a). Figure 5(a) shows the trajectory in xy plane as the height was kept
constant at 20 m. It also shows the detected spots in black and the best spots
in red with 3 m radius. The performance of the plane identification algorithm
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(a) (b)

Fig. 4. Environments in Morse. (a) First case scenario. (b) Second case scenario.

Table 3. Results for the simulation of the first case

Search

points (#)

Radius (m) Downsample

mean time

(ms)

PCA

mean time

(ms)

PCA total

time (ms)

Percentage

of operation

(%)

Rejected

planes

Accepted

planes

Chosen

spots

10 3 20.54 84.73 2796 2.80 184 146 27

20 3 19.07 171.52 5317 5.39 365 255 38

30 3 19.55 258.75 8280 8.40 547 413 62

50 3 20.00 453.33 14960 15.17 930 718 91

100 3 19.621 871.45 27015 27.39 1747 1352 169

10 4 21.50 400.96 11227 11.64 36 244 62

10 5 23.18 802.21 22546 23.37 35 245 82

10 10 22.14 4583.9 82510 85.52 24 156 7

described in Sect. 3.4 was compared with different values for the parameters
described in the previous section. The simulation was performed on a computer
with an Intel Core i7-6500U CPU @ 2.50 GHz with 4 cores and 8 GB RAM, with
a Linux 4.15.0-50-generic Ubuntu. Table 3 shows the computation time of the
downsample and PCA algorithm. The downsample technique is fast and takes
about 20 ms. In contrast, the PCA algorithm is slower as the parameters are
increased. Therefore, downsampling the point cloud is justified because it limits
the sample size in which the PCA is applied. The tables also shows the total
execution time of the PCA algorithm. Changing the radius instead of the number
of search points increases the execution time at a faster rate. The percentage of
operation column compares the total computation time of the PCA algorithm
with the simulation time. In other words, it shows how much time the algorithm
equals the total simulation time.

The difference between the accepted planes and chosen spots happens due to
the maximum standard deviation allowed. Despite the high number of accepted
planes, around 20% were chosen as a good spot. In this simulation, we defined
the maximum standard deviation σ = 0.20 cm. We may reject potentially good
spots because we do not filter the LIDAR data to identify vegetation. In this
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case, the results up to 30 search points were satisfactory. In general, the number
of search points depends on each case.
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Fig. 5. Plot for both simulations. (a) Simulation results for the first case. (b) Second
case results for 20 search points.

4.3 Second Scenario

In order to test the algorithm in a bad scenario, we developed the environment
shown in Fig. 4(b). The set consists of 6 rectangular surfaces that represent the
desired landing spots surrounded by a mountain like structures. Considering the
environment and the dimension of each surface, the simulations were realized for
4 different search points. Figure 5(b) presents the quadrotor trajectory and the
detected landing spots given 20 search points with a maximum radius of 2 m.

Table 4 shows the simulation results. The plane detection algorithm is faster
than in the first case. The main reason is the bad environment as the planes are
quickly rejected which decreases the number of iterations. However, the algo-
rithm was not able to detect all surfaces. In this scenario, one drawback of the
algorithm is that if the random search point falls near a high deviation zone like
the surface edges, the algorithm may discard the plane.

Table 4. Results for the simulation of the second case.

Search

points

(#)

Downsample

mean time

(ms)

PCA mean

time (ms)

PCA total

time (ms)

Percentage

of operation

(%)

Rejected

planes

Accepted

planes

Chosen

spots

20 26.633 9.7667 293 0.28088 278 22 3

30 23.774 20.645 640 0.61353 566 54 5

50 23.567 52.433 1573 1.5079 1362 137 5

100 23.967 119.63 3589 3.4406 2712 288 6
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5 Conclusion

In this paper, we presented a system that efficiently detects landing spots for
unmanned aerial vehicles. The main characteristic of our system is a geometric
approach to determine the suitability of potential landing areas given LIDAR
range data. Furthermore, we evaluate the spot based on several constraints pro-
viding better reliability.

The algorithm was evaluated in different simulated environments. In the first
simulation, we present results in an urban area. The system was able to detect
many landing spots. The results for the computation time were presented for dif-
ferent parameters. It was observed that given certain values for the parameters,
the results were adequate. Conversely, the algorithm was not able to identify
all the spots for the second case. We demonstrated that in a bad environment
i.e, with few landing spots, the system is able to detect some of them, but it is
necessary to reduce the rigidity of the parameters.

The next step of our project is to perform experiments with different vehicles,
verifying the reliability of our algorithm in real systems. Consequently, we want
to evaluate the effect of weights in the registration step, so that we can optimize
the process. Moreover, we plan to compute the trajectory to the landing spot
and use this information as another weighting factor to qualify the spot. Finally,
we plan to consider the robot velocity to improve the algorithm.
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Abstract. In a near future, robotic systems are expected to be able to confront
more complex tasks in challenging scenarios. In this context, intelligent per-
ception and dual-arm robotic manipulation capabilities are crucial for improving
the autonomy and reliability of these systems. This paper addresses the devel-
opment of an experimental platform conceived to facilitate the design and
assessment of new perception and dual-arm control algorithms in unstructured
environments. The proposed testbed is composed of a dual-arm robotic con-
figuration endowed with a visual perception system and a simulation and control
platform implemented in ROS (Robot Operating System). The robotic config-
uration consists of two manipulator arms of 6-DOF (Kinova MICO™) with
brushless DC actuators controlled directly through PID controllers, whereas the
perception system is formed by a high resolution RGB camera and a Time-of-
Flight camera. ROS provides an open source collection of software frameworks,
which simplify the task of creating complex and robust robot behaviours across
a wide variety of robotic systems. The proposed approach will enable the easy
testing and debugging of new applications with zero-risk damage to the real
equipment.

Keywords: Robot Operating System (ROS) � Dual-arm robot manipulation �
Intelligent perception

1 Introduction

In the last decades, the number of dual-arm robotic manipulation tasks has increased
considerably. In the industrial sector, dual-arm robots are a topic of worldwide interest
due to the increase of flexibility that this kind of system can provide for assembly tasks
[1]. The cooperation of two end-effectors can also improve significantly the efficiency
of several precision agriculture applications, such as harvesting and pruning [2, 3]. In
addition, they are being used to help surgeons to perform surgical tasks in a precise
manner, improving surgery outcomes and reducing post-surgical complications [5].
They can also be in the surgery room performing tasks of surgical instrument sorting
[4] or performing both transport and active manipulation tasks to ensure human-like
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operation [6]. Moreover, most part of social robots is endowed with dual-arm
manipulation capabilities, providing services and assistance to humans in their
everyday activities, and increasing interaction possibilities [7].

Enhancement of dual-arm robotic manipulation in unstructured environments
requires experimenting with different perception and control algorithms for finding the
optimum collision-free paths to grasp and manipulate the target objects. For this reason,
the goal of this work is to develop a ROS based software framework for a robotic dual-
arm manipulator with an intelligent perception system. The platform is intended to
accomplish manipulation tasks in unstructured environments, forming the testbed used
for an easy testing and debugging of new applications with zero-risk damage to the real
equipment. ROS [8] provides a unified platform independent of languages for pub-
lishing and subscribing to data streams and comprises a large collection of function-
alities and applications, which facilitates the robot software development.

Therefore, the proposed system will provide a reliable solution to bridge the gap
between the design of novel dual-arm control algorithms and the laboratory tests,
contributing to boost the robustness and efficiency of future autonomous bimanual
manipulators in unstructured environments.

The rest of the paper is organized as follows. In Sect. 2, the overview of the
proposed testbed is provided, including the description of the hardware and software
architectures. Section 3 presents the image acquisition module, whereas Sect. 4
explains the spatial localization module. In Sect. 5, the scene simulation and trajectory
planning developed in MoveIt! [9] are presented. The control module of the platform is
provided in Sect. 6, followed by concluding remarks and future work in Sect. 7.

2 Overview of the Proposed Testbed

A robotic dual-arm system and a sensory rig form the hardware part of the proposed
testbed. The selected robotic arms are two Kinova MICO™ endowed with the Kinova
Gripper KG-3 [10]. This gripper is under-actuated with a set of three flexible fingers.
The opening and closing movements of the fingers are driven by three linear actuators,
one for each finger, allowing the grasping or releasing of objects with a grip force of
40 N. The arms are lightweight, extremely portable and provide low power con-
sumption, as well as adequate workspace and load capacity for the desired purpose
[11]. Each robotic arm is composed of six interlinked segments providing 6-DOF
(Degrees of Freedom). The maximum load that the robotic arm can manipulate in a
continuously normal use is about 2.1 kg from minimum to middle reach (0.35 m
distance between actuator #2 and the load). Considering this, as well as the software
position limitations of the actuators #2 and #3, the robotic arms are arranged in the
same plane with a distance between them of 0.425 m. Moreover, to obtain a good
performance of the robotic arms during dual-arm manipulation tasks, they are disposed
in right-handed and left-handed configurations. Hence, the grippers are close enough to
perform a grip with both hands, as can be appreciated in the Fig. 1.

On the other hand, the vision system consists of two cameras; one of them
(Prosilica GC2450C) provides a high-resolution colour image and the other one (Mesa
SwissRanger SR4000) provides a point cloud of the scene [12].
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The Prosilica GC2450C is a 5.0 Megapixel colour camera with a GigE Vision
compliant [13]. This camera incorporates a high quality sensor that provides superior
image quality, excellent sensitivity, and low noise.

The Mesa SwissRanger SR4000 camera is a measurement device that allows
capturing 3D data of infrared (IR) light reflective objects in the surrounding scene [14].
The distance measurement capability is based on the Time-of-Flight (TOF) principle.
In TOF systems, the time taken for light to travel from an active illumination source to
IR light reflective objects in the field of view and back to the sensor is measured. From
this measure, the x, y and z coordinates per pixel can be extracted. In nominal operation
mode, an absolute accuracy of less than 0.01 m is achievable in a range of work of
10 m.

Both cameras use software trigger mode, that means that the camera waits for an
acquire command and when the command is received the image capture starts. In
addition, both have communication via Ethernet.

After the description of the hardware, the interaction of the software between these
devices is explained by means of four main software modules. These modules are:
(i) the image acquisition module; (ii) the spatial localization module; (iii) the simulation
and planning module; (iv) and the control module. All these modules are organized in
nodes within the ROS architecture.

The image acquisition module, constituted by the cameras API (Application Pro-
gramming Interface), is responsible of extracting the images and the point cloud
information of the scene through a ROS interface. These data are then processed by the
spatial localization module, which is implemented by MATLAB® software. This
module enables the communication with the Image Processing Toolbox™ [15] and the
Robotics System Toolbox™ [16] of MATLAB®. With the help of these Toolboxes,
the spatial localization module is able to identify the target objects in the scene, locate

Fig. 1. Dual-arm configuration and the visual perception system.
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their centroids, calculate the end-effector positions of the robotic arms, as well as the
inverse kinematics (IK) of the dual-arm configuration. Target object information and
joint configuration of the robotic arms are next utilized by the simulation and planning
module for modelling the virtual scenario and planning the collision-free trajectories.
This module has been developed with the open source software for ROS, MoveIt! [9],
which incorporates the latest advances in motion planning and it is designed to work
with many different types of planners. The resulting virtual environment is a repro-
duction of the real scene, including the different obstacles considered for calculating the
trajectory between the start and the goal positions. Finally, once the trajectories are
calculated and validated, the dual-arm robot executes the planned movements by means
of the control module, which communicates with the DSP (Digital Signal Processor)
inside the robot base.

Fig. 2. Communication workflow between all the system nodes.
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The architecture of the proposed ROS-based system (ROS Indigo on Ubuntu 14.04,
version recommended and tested by the manufacturer of Kinova MICO™) is shown in
Fig. 2. At the heart of the architecture is the ROS master running on localhost, which
makes it possible for nodes to find each other and exchange data. Each node has its
own topics that can be used to publish or subscribe to messages [17]. A node publishes
data in a common space under a topic. Other nodes can use this data simultaneously by
subscribing to that topic. As shown in Fig. 2, the system has six programmed nodes:

– Two nodes within the image acquisition module for running both cameras (TOF
and RGB) synchronously and registering the colour and range data in the same
reference frame.

– The MATLAB-ROS node of the spatial localization module for recognizing the
target objects, estimating their centroid positions, and calculating the inverse
kinematics of the robotic arms.

– The Move Group node of the simulation and planning module, which is responsible
for computing the necessary control inputs and sending the corresponding com-
mands to the control module.

– Finally, the two PID nodes of the control module for running the joint of each arm
according to the commanded control inputs.

3 Image Acquisition Module

As we mentioned above, this module is responsible of acquiring the colour and range
data from the scene and consists of four ROS nodes. A ROS driver node is imple-
mented for each camera. These driver nodes provide facilities to dynamically recon-
figure camera parameters without having to restart the node, as well as services for
some parameters such as the acquisition mode, the exposure time, the pixel format and
the integration time. Data acquired by each camera, and status of the acquisition, are
transferred by publishing messages. The sensory system controller node is in charge of
controlling image acquisition. Synchronous image acquisition is achieved when the
controller publishes a specific trigger message.

In addition, TOF camera has less pixel resolution (176 � 144) and a smaller field
of view than the RGB camera (2448 � 2050). For the processing, both images need to
have the same pixel resolution, in this way, the obtained pixel coordinates are in the
same range in the RGB image than in the point cloud [18]. Therefore, a registration
ROS node performs this task sending images with the same pixel resolution.

4 Spatial Localization Module

The objective of the spatial localization module is to detect the target objects in the
scene, estimate the end-effector positions of the robotic arms according to these
detections, and calculate the IK of the dual-arm robotic configuration.

The RGB image in conjunction with the point cloud need to be processed for
obtaining the pixel coordinates of the target objects. To take advantage of the func-
tionalities provided by the Image Processing Toolbox™ of MATLAB®, a ROS master
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is created in MATLAB®, as well as a global node that is connected to the master
running on localhost. This node subscribes to the topics published by the registration
node of the image acquisition module, and these data are utilized as input for the
detection algorithm, which is based on colour and size descriptors. Once the objects of
interest are detected, their centroids are calculated. In this way, the pixel coordinates of
the objects’ centroids are obtained. Finally, searching these pixel coordinates in the
registered point cloud, the measurement of the distances between the target objects and
the cameras can be determined. An example of RGB image with centroid coordinates
recognition and its corresponding point cloud can be observed in Figs. 3 and 4.

The coordinates of the pixels of interest and the distances from the camera to the
target objects are extracted in the camera coordinate system. Consequently, a trans-
formation from the camera coordinate system to the robot base is required as follows:

pixelcoord � Tcam
pixel � Tend

cam � Tbase
end ¼ pbase ð1Þ

As it is exposed in the Eq. 1, first, the pixel coordinates (x, y) are transformed into
the camera coordinates, using the camera projection matrix. After obtaining the planar
projective coordinates, the distance in the z axis provided by the TOF camera is added.
Using the camera-robot calibration proposed by Taylor [19] we obtain the matrix
transformation between the camera and the end-effector robot. Finally, applying the
transformation of the end-effector robot to its base, the final pose of the robotic arm is
obtained.

In addition, to manipulate the target objects without colliding during the execution
of the trajectory, two positions are calculated from the centroid of the target objects, the
pregrasp and the grasp position. Knowing the centroid of the target objects, for cal-
culating these positions it is necessary to add an offset, in this way, the robot arms
accomplish a first approximation to the target and finally, it moves close enough to
perform the grasp of the objects.

Fig. 3. RGB image and target detection with pixel centroid coordinates.
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Once the Cartesian poses of the end-effector are calculated, it is necessary to
perform the inverse kinematics transformation. The inverse kinematics solver is also
implemented in MATLAB® by means of the Robotics System Toolbox™, which
includes algorithms for inverse kinematics and kinematic constraints using a rigid body
tree representation. In this case, the kinematic structure of the proposed manipulation
system is modelled using the Denavit–Hartenberg parameters of the Kinova MICO™
robot. The solver needs the Cartesian pose and the desired orientation of the end-
effector robot for obtaining the joints configuration. After the processing, the
MATLAB-ROS node publishes the target objects information and the final joint
configuration of the robotic arms.

5 Simulation and Planning Module

To perform the planning of trajectories, it is necessary to create a virtual scene, which is
used to represent the world around the robot, and also to store the state of the robot
itself. The planning scene is developed in MoveIt! using the primary node called Move
Group. This node serves as an integrator, pulling all the individual components
together to provide a set of ROS actions and services. The ROS Parameter Server is
used to get three kinds of information [20]:

• Unified Robot Description Format (URDF) - which is an XML format for repre-
senting a robot model. It contains the lists of all the details of the kinematic chain.
Including this information, the system allows the movement of the robotic arm
avoiding collisions with itself. It is used to get the robot description of the Kinova
MICO™ robotic arm.

• Semantic Robot Description Format (SRDF) - this format is intended to represent
information about the robot that is not in the URDF file, but it is useful for a variety
of applications. The intention is to include information that has a semantic aspect to
it. SRDF file contains the most useful information on the robot: predefined

Fig. 4. Registered point cloud of the real scene
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positions, planning groups, end-effector structure and finally, a list of links that are
always or never in collision, in order to slim computations. In this case, a group
description that represents the set of joints of both arms is included. This group
allows the simultaneous movement of the robotic dual-arms and avoids collisions
between them.

• MoveIt! configuration - to get other configuration specific to MoveIt!, including
joint limits, kinematics, motion planning and perception.

To maintain this virtual scene, MoveIt! uses the planning scene monitor inside the
Move Group node. The planning talks to the robot through ROS topics and actions. It
communicates with the robot to get the current joints’ state, in this case, listening to the
publishers of the driver of both arms. This information is used to update the rendering
of the virtual robot state.

In addition, the planning scene monitor listens to the world geometry information.
This information is provided by the MATLAB-ROS node, which publishes the data
corresponding to the Cartesian position of the target objects. In this way, the target
objects are introduced in the virtual scene using the CollisionWorld objects for colli-
sion checking in MoveIt!. These elements are then considered for the motion planning.
Therefore, the calculated trajectory avoids the collision with them. To maintain the
virtual scene the most similar to the real world, the aspect of the target objects is
introduced using their STL file description.

Other elements like walls and the floor are introduced in the virtual scene for
avoiding collisions of the robotic arms with obstacles in the real world like the cameras
or the table. These obstacles are created using the box standard pattern supplied by
MoveIt! and providing the adequate obstacle dimensions.

Figure 5 illustrates an example manipulation scene captured during the experimental
tests. As it can be appreciated in the image, in MoveIt!, the robot state can include
objects carried by the robot, which are considered to be rigidly attached to the robot.
Consequently, the collision checking includes these new elements in the motion plan.

Fig. 5. Example of a virtual scene.
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MoveIt! works with motion planners from multiple libraries through a plugin
interface. The default motion planners for the Move Group are configured using the
Open Motion Planning Library (OMPL), an open-source motion planning library that
primarily implements randomized motion planners. The OMPL generates the trajectory
in response to the motion plan request using the current robot state and the goal target,
but also checking collisions with the obstacles by default and including self-collisions.

There are two ways of setting the goal targets, specifying an absolute value for each
joint or specifying the Cartesian poses of the two end-effectors. For the purpose of the
proposed application, the angular position control mode is preferred, because other-
wise, the planner could calculate any joint values to reach the desired pose. This
inverse kinematics operation during the simulation can produce a delay between the
executions of consecutive movements. Therefore, to obtain these joints values, MoveIt!
subscribes to the topic created in MATLAB® that contains the joint configuration of
the next movement.

The trajectory created by the OMPL is formed by several waypoints and each of
them contains the position, velocity and acceleration for all the joints of both arms, as
well as the start time of the next trajectory waypoint. The waypoint positions of the
trajectory are used for the PID controllers to provide the motion execution command to
the robot. The performance of the control module will be explained in the next Section.

6 Control Module

The system implements two PID control nodes for managing the trajectory of both
arms. This type of controller continually calculates an error value e(t) as the difference
between a desired point and a measured process variable, and applies a correction
based on proportional, integral, and derivative terms.

In this case, the PID controller acts in each waypoint of the trajectory and for
controlling each of the joints by calculating the difference between the joint position
fixed in the trajectory waypoint and the current position of the robotic arm. Therefore, it
is a close loop feedback mechanism.

Because certain requirements must be met between precision and velocity, the goal
position offset can be fixed according to our system needs. In this case, fixing a
maximum velocity of 35 rad/s, a precision of 0.005 rad of difference between the
current and the waypoint position of the joints is allowed. The PID controllers
parameters are the ones provided by the manufacturer, which are Kp = 120, Ki = 0.2
and Kd = 10.

The error calculated is used to adjust the velocity of the robotic arm during the
execution of the trajectory. Therefore, the output information obtained in the PID
controller nodes is published on the velocity topic of the robotic arms driver.

On the other hand, for controlling the grippers, it is only necessary to set the
percentage of closing for each one and publish this information on the topic of each
gripper driver.
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7 Conclusion and Future Work

This paper proposes a testbed conceived to facilitate the design and assessment of new
perception and control algorithms in unstructured environments. The solution includes
a robotic configuration that provides dual-arm manipulation capabilities; a visual
perception system for acquiring the colour and distance of the target objects enabling
their localization in the coordinate space; and a software architecture consisting of four
modules: (i) the image acquisition module; (ii) the spatial localization module; (iii) the
simulation and planning module; (iv) and the control module. All these modules are
organized in nodes implemented in ROS, which provides an open source software
solution simplifying the task of creating complex and robust robot behaviours. This
software architecture enables the interfacing with sensors and actuators, communica-
tion with MATLAB® and high-level modules for simulation, planning and control.
Communication with MATLAB® offers several advantages like the easy modification
and evaluation of algorithms, the fast processing of data, and a set of Toolboxes, which
can be very useful in the development and standardization of new software modules.

Experimental results demonstrated the versatility of the proposed testbed, enabling
the easy testing and debugging of new applications with zero-risk damage to the real
equipment.

As future lines of this work, the implementation of a new inverse kinematics
algorithm to obtain a quick solver of the joint configuration will be considered, which
will allow the development of the entire system in MoveIt!. In addition, planning and
control algorithms based on behaviour and perception of the environment will be
designed and implemented. These novel algorithms will allow carrying out dual-arm
manipulations in more challenging scenarios, with more obstacles and targeting
objects.
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Abstract. Robotics for selective harvesting is a promising emergent technol-
ogy for decreasing cost of labour and improving profitability in precision
agriculture. In order to contribute to advance the research in this field, this paper
addresses the design of a dual-arm harvesting robot. The objective of the design
was to achieve a modular torso that can be adapted to different types of plants,
thus being able to vary its workspace in order to optimise harvesting. The torso
holds a particular dual-arm robot system with 12 DoF, but its adaptability also
allows implementing other types of arms. In addition, the torso has a variable
z-axis as a support for vision cameras, which can be moved along this axis to
improve image acquisition.

Keywords: Dual-Arm robot system � Harvesting robot � Torso � Modularity
and adaptability

1 Introduction and State of the Art

Agriculture is a strategic sector of great social, territorial, environmental and economic
importance. Due to the increase of world population, which is expected to be 9,725
million in 2050, the agricultural industry must undergo a transformation process that
allows it to double productivity to meet growing demand [1]. In this regard, harvesting
robots, which are designed to sense the complex agricultural environment using various
sensors and use that information, together with a goal, to perform target actions [2], are
called to play a key role in precision agriculture.

With all this in mind, this article presents the design of a Dual-Arm Harvesting
Robot. The research oriented to the development of autonomous harvesting robots in
the last 30 years has been focused on certain crops, such as citrus fruits [3], apples [4],
cucumbers [5], tomatoes [6], peppers [7, 8], grapes [9], strawberries [10] and others
[11–18]. However, most studies choose to design the structure of the harvesting robots
in a non-modular way, sometimes using tubular structures, what complicates its
manufacturing, and mostly aimed at a single type of crop. For this reason, in this work,
the principles of modularity and adaptability have been kept in mind, because it is well
known that a modular design is a practical and feasible way to reduce the investment of
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harvesting robots [19]. Therefore, the proposed design will be able to adapt to different
types of plants to be harvested, and will be endowed with two modules that will
facilitate this process. These modules are: (i) The dual-robotic arms support, and (ii) the
vision cameras support.

The rest of the paper is organised as follows. In Sect. 2, some technical aspects of
the design are explained. Section 3 addresses the analysis of the required workspace
and the mechanical analysis of the proposed structure. Finally, Sect. 4 summarises
major conclusions and future research directions.

2 The Modular Dual-Arm Robotic System

We proposed a dual-arm robotic system with adaptable body geometry and made of
modular strut aluminium profiles for precision harvesting applications. The objective of
this variable configuration is to endow the platform with the capability to modify its
geometry according to the harvesting requirements of the different types of plants, as
well as enabling its easy replication and upgrading due to the use of modular alu-
minium frames.

The Dual-Arm Robotic System can be divided into two distinct parts. On the one
hand, there is the design of the body or torso, which incorporates the dual-arms. On the
other hand, there is the support for the pan-tilt system that contains the vision cameras
of the robot. This last module is integrated in the torso.

In order to design the body of the robot, the methodology presented in [15, 20] is
followed. Figure 1 shows the result of adapting this methodology to our specific case,
where the objective is to design a static torso.

The first step of the design procedure is to decide the robot dimensions and its
configuration for the desired application workspace. In our case, part of the robot
dimensions are constrained by the selected robotic arms, the Kinova MicoTM, illus-
trated in Fig. 2(a). These arms with 6 DoF, are lightweight, extremely portable and
provide low power consumption [21].

Therefore, working on that point, the main objective is to obtain a modifiable
workspace that can be adapted to the particularity of the different species of plants to be
harvested, maximizing the achievable volume. In particular, the main objective is to
cover a 1.20 � 0.24 � 1.40 m prism, which is the size of a standard indoor hydro-
ponic vertical planter.

The body is designed in 4 well-defined frames (see Fig. 2(b)):

(1) The frame that forms the rectangular base of the torso.
(2) The frame that acts as a union between the base and the arm, and that is screwed

to the first frame, so that it can configure a certain angle with it. This angle is
designated as a, or opening angle.
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(3) The end of each support, which joins the arm with the previous frame, and which
also gives the possibility of selecting the angle that best suits the job. This angle is
designated as b, or inclination angle.

(4) The last frame is the one referring to the pan-tilt support. This, like the others, is
independent, and is fixed to the base.

The material used for the various frames is aluminium structural profiles of Rexroth
type. This type of profile is used because of its great modularity, resistance and low
density. This will reduce manufacturing costs, as only cutting work will be needed and
no welding or finishing work will be required, as the whole assembly will be screwed
together.
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Fig. 1. Flowchart of the harvesting robot design. (Adapted from: Design and development of the
architecture of an agricultural mobile robot [15]).
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In order to perform the harvest, the geometry of the torso can be changed based on
the two angles mentioned above. The first one, the azimuth angle a, will affect the
width where the two arms intersect, i.e., the space where the arms can work together
during dual-arm manipulation. This angle is of great importance, because it is the one
that regulates the work space and ensures the good execution of the harvest. The
second angle, the zenith angle, b, will affect the height up to which both arms can
reach. This angle is also critical, since an increment of this angle can result in an
increase in height, but at the same time, it narrows the width of the working space.
A diagram of these angles is shown in the Fig. 3.

(b)(a)

Fig. 2. (a) Robotic arm used for the torso design (Source: Kinova MicoTM Arm), (b) Torso
Assembly. (1. Base Frame, 2. Union Base-Arm Frame, 3. End-Support Frame, 4. Z-axis Frame).

Fig. 3. Scheme of the adjustable angles (a, b).
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Regarding the second module, the pan-tilt support, illustrated in Fig. 4, acts as a
travel mechanism along the z-axis, being able to move up to 0.6 m, increasing the field
of view of the cameras and improving the alignment of the cameras with the target
object [22, 23]. In addition, this mechanism can remain static in order to be placed in
the upper part of the robotic body.

3 Analysis and Simulations

In this Section, a mechanical analysis of the proposed torso and a workspace analysis
for the proposed dual-arm configuration are presented.

3.1 Mechanical Analysis

As mentioned in previous sections, the material used for the torso are extruded alu-
minium profiles, with the following mechanical properties: Young’s Modulus: 68.3
GPa; Poisson’s Ratio: 0.34; Density: 2.68 g/cm3; Shear Strength: 80 MPa; Tensile
Ultimate Strength: 130 MPa. The type of the screws is 12.9 grade heat-treated high
tensile alloy steel, which has the following mechanical properties: 1200 MPa maxi-
mum tensile strength, 1100 MPa yield strength and 970 MPa proof load.

For the mechanical analysis of the torso, the torso shall be subjected to the load
exerted on the arm, taking this as a 6 kg mass located in the centre of gravity of the arm
and a mass of 0.6 kg, which is the maximum mass the robotic arm can raise, at the end
of the arm. With these data, the maximum displacement obtained is 8.6e−4 m and the
maximum tension that acts on the screws is 39 MPa.

In order to add robustness, given that the robot will work in rough environments
and with the objective that the torso can support other heavier arms, a nerve has been
added. This nerve reduces the maximum displacement from 8.6e−4 m to 1.6e−4 m, as
well as the tension exerted on the whole, from 39 MPa to 10 MPa. The simulation of
the mechanical analysis is illustrated in Fig. 5.

Fig. 4. Z-axis frame.
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3.2 Workspace Analysis

Regarding the issue of determining the workspace in the harvesting of plants by
autonomous robots, there exists a specific region that requires higher dexterity than
other regions when considering dual-arm tasks [24]. This specific region depends on
the work environment and the way the arms are going to interact with it.

In this case, the dual-arm needs to work facing the plant, where one arm helps the
other to perform the harvest. This environment can be modelled as a geometrical prism,
determined by the space occupied by the plant, which is intersected by two irregular
spheres, referred to the dual-arms. The workspace is estimated according to the vari-
ation of the a and b angles given by the torso design. Under the hypothesis that the
useful workspace is always forward and focused on a particular zone, a series of angles
were tested for the target workspace to make this hypothesis plausible. Therefore, in
that way, 2 zenith angles (a) and 3 azimuth angles (b) were selected.

When determining these volumes, three axes must be taken into account: (i) the
axis that marks the height, denoted as z axis; (ii) the axis that marks us the depth, to be
known as x axis; and (iii) the axis that increases with the width, denoted as y axis.
Regarding the impact of the angles on these aforementioned axes, the zenith angle (a)
will affect the x and y axes to a greater extent, and the z-axis to a lesser extent, whereas
the azimuth angle (b) will affect to a greater extent the z-axis of the workspace. To
calculate the actual workspace, the inverse kinematics problem is solved for each arm,

Fig. 5. Mechanical analysis simulation.
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which will generate a cloud of points that will determine the position where each arm
can reach. This cloud of points is given by a certain origin, which is placed in the first
joint of each arm. As a result, the following graphics are obtained.

As can be observed in Figs. 6 and 7, as the alpha angle is reduced (bright colour in
the figures), the width of the workspace is widened from [− 0.57 m, 0.54 m] to
[− 0.19 m, 0.20 m] for b: 30°, and from [− 0.57 m, 0.56 m] to [− 0.26 m, 0.26 m] for
b: 60°. On the other hand, these figures above show that as the b angle is decreased, the
height of the working space shifts upwards from 1.37 m for b: 60° to 1.44 m for b: 30°.
Finally, as the beta increases, the depth also goes up from 0.84 m to 0.91 m for beta
30° and 60° respectively.

(a)

(b)

Fig. 6. Simulation results of the workspace. Plane X-Y. (a) a: 5°, 30°, 60°, b: 30°. (b) a: 5°, 30°,
60°, b: 60°.
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Taking into account these results, a = 5° and b = 60° are selected, as they are the
best suited to the objective standard indoor hydroponic vertical planter (see Fig. 8). It
can be observed, that although an increase of 30° in a noticeably changes the work
space, an increase of b = 30° is only minimally noticeable in terms of height and depth.

(b) 

(a)

Fig. 7. Simulation results of the workspace. Plan Z-Y. (a) a: 5°,30°,60°, b: 30°. (b) a: 5°,30°,60°,
b: 60°.
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4 Conclusions and Future Work

In this article, the design of a dual-arm harvesting robot has been presented. The
proposed configuration is modular and easily adaptable for harvesting different types of
plants. Adaptability is provided by the possibility of modifying its geometry based on
two angles, the zenith and azimuth angles, which affect the position of the shoulder of
each arm. Modularity is afforded by the structure used, based on standardized structural
aluminium profiles.

On the other hand, the workspace analysis carried out shows the feasibility and
effectiveness of the proposed dual-arm robotic configuration to perform the required
selective harvesting tasks.

Fig. 8. Selected angles, a: 5°, b: 60°, with adjustment to the target standard indoor hydroponic
vertical planter (1.20 � 0.24 � 1.40 m prism).
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With regard to future work, it is of interest for this project to offer mobility to the
upper part of the robot. In addition, a fairing that adapts to the change in the geometry
of the robot and that can be visually and technically integrated into it is required.
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Systems Engineering and Automation Department, University of Malaga,
Campus de Teatinos, 29071 Malaga, Spain

{mcastellano,jafernandez,ajgarcia}@uma.es

Abstract. For service robots to expand in everyday scenarios they must
be able to identify and manage abnormal situations intelligently. In this
paper we work at a basic sensor level, by dealing with raw data pro-
duced by diverse devices subjected to some negative circumstances such
as adverse environmental conditions or difficult to perceive objects. We
have implemented a probabilistic Bayesian inference process for deducing
whether the sensors are working nominally or not, which abnormal situ-
ation occurs, and even to correct their data. Our inference system works
by integrating in a rigorous and homogeneous mathematical framework
multiple sources and modalities of knowledge: human expert, external
information systems, application-specific and temporal. The results on
a real service robot navigating in a structured mixed indoor-outdoor
environment demonstrate good detection capabilities and set a promis-
ing basis for improving robustness and safety in many common service
tasks.

Keywords: Robot sensors · Bayesian inference · Sensory data
diagnosis

1 Introduction

Service robotics is in current expansion [1]. Blossomed almost two decades ago
mainly due to the methodological advances in probabilistic management of infor-
mation [2], now standard robots are capable of dealing with relevant amounts
of uncertainty in the real world intrinsically and efficiently, particularly at the
lowest control levels. However, dealing with uncertainty (noise) is not enough:
they should also be able to identify and deal intelligently with—make decisions
about—abnormal situations in order to improve their expected performance;
other than computational efficiency issues, there are no conceptual reasons that
prevent them to achieve that even at the most basic levels of operation.
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In this paper we focus on the particular problem of using sensory data as
safely and robustly as possible beyond uncertainty, i.e., when those data are heav-
ily modified by unexpected circumstances: adverse environmental conditions, the
special nature of some perceived elements in the world, or even breakdowns in
the sensor hardware. For obtaining such capability in today robots, they have
to resort to multiple sources of knowledge besides the ones intrinsic to their
own design and operation, i.e., regarding the mentioned circumstances, the nor-
mal behaviour of their sensor devices, and their dynamics. These sources and
the modalities of knowledge they provide are really diverse: they can be human
experts, external information systems, previous knowledge about the environ-
ment where the robots work, etc. In spite of that diversity, all of them should be
integrated and used as rigorously and as homogeneously as possible to optimise
tractability, robustness and safety.

Concerning our particular problem, there exist a number of tools that could
be employed for detecting abnormal sensory data: neural networks [3], fuzzy
inference [4], Bayesian inference [5], ad-hoc or heuristic approaches [6], etc.
However, only Bayesian inference can provide a homogeneous and mathemat-
ically rigorous foundation (based on probability and statistics [7]) for fusing
knowledge coming from a number of different sources; neural networks offer no
explicit explanations about their deductions nor a rigorous basis for manag-
ing uncertainty, fuzzy logic is mostly suitable for expert knowledge, and other
approaches are not based on a sound mathematical foundation, thus compro-
mising their guarantees. Bayesian networks can reason not only in one direction
(from data to conclusions), but can infer knowledge about any element in the
network, i.e., we can deduce either which anomaly is present or what would be
the actual information perceived by a sensor if some anomaly occurs, without
re-building the network. In addition, Bayesian inference can be hybridised with
other paradigms [8,9] and be integrated naturally with probabilistic methods
used by modern robots. The main drawback of Bayesian inference with respect
to other approaches is its high computational cost. In this paper we do not cope
with that problem (our current and future work is being focused and planned to
advance in that direction), but some approximation inference algorithms exist
that limit the amount of computation during inference [10,11], thus we claim
that the Bayesian approach is a highly promising one for our goals.

Bayesian inference, although widely used in robotic estimation (for localiza-
tion and mapping [2]), has been scarcely and only sporadically used for sensory
diagnosis (e.g., [12]). A general Bayesian inference system has been reported
in [13], but that is a preliminary work focused on the interactive construction
of the network rather than in its capabilities, and has been used only in par-
ticular, static robot situations, being, in consequence, only limitedly tested. In
this paper we take a step further by augmenting the sources of knowledge that
can be integrated and exploited by the network, particularly through the addi-
tion of sequential filters to its output data, concretely a kind of infinite impulse
response [14] for probability estimation and a robust moving window median
filter for value estimation [15]—a much more computationally efficient approach
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than using a dynamic Bayesian network, which would increase the cost of infer-
ence exponentially. This allows us to include temporal information, a source of
knowledge of great relevance in a deduction process that has necessarily to deal
with the dynamics of the robot-environment interaction. We have also tested our
system along a complete navigation route of the mobile robot in a mixed indoor-
outdoor scenario where the robot encounters some sensory issues, not only in
particular, static situations, thus providing a richer study of the anomaly detec-
tion and sensory data recovering during the robot operation in a real application.

Our current implementation fuses geographical knowledge (the location of
the robot), meteorological knowledge (about the weather in the season at that
location), expert knowledge (of a human, concerning the possible anomalies that
could occur in the sensory devices), environmental knowledge (some character-
istics of the scenario and its elements), and temporal knowledge (about how the
last sensory and estimation data affects the present). In principle, the number
and diversity of knowledge sources are only constrained by the complexity of the
resulting Bayesian network.

In our experiments the robot has used both very basic sensors (wheel
encoders, bumpers, etc.) and more complex ones (laser rangefinders and RGB-D
cameras). It has dealt with abnormal sensory data produced by the presence
of dark-surface objects (difficult to perceive by range sensors that emit infrared
radiation), thin objects (easy to be missed between consecutive beams), and
adverse environmental conditions (excessive light when the robot goes outside,
that affect visual devices). Thanks to the sequential filter, the dynamics of the
detection process has been coped with adequately in all cases. All in all, our
results show that with all this information, an operational robot can infer suc-
cessfully whether its sensors are working nominally or some anomaly is likely to
be present, and even correct the data coming from a doubtful sensor device with
the ones from another sensor or with commonsense information.

The rest of the paper is as follows. Section 2 gives an overview of our inference
system based on Bayesian networks. Section 3 details its most relevant elements
for a particular case of mobile robot. Section 4 explains the inference capabilities
of the system in several adverse circumstances encountered by the robot during
its operation. Finally, Sect. 5 summarizes the main conclusions of this work and
sets some future lines of research.

2 Overview of the Bayesian Inference System

A Bayesian network defined on a set of variables V is a pair (G, Θ) consisting
of a direct acyclic graph, G, over V, called the network structure, and a set of
Conditional Probability Tables (CPTs), Θ, for each variable in V, called the
network parametrization. The graph structure captures the causal relationships
between variables through directed arcs, which indicate dependence relation-
ships, while CPTs define probability distributions over the variables. For more
in-depth treatment of Bayesian networks and inference, please refer to [7,16].

We are interested in inferring new knowledge from existing one, i.e., in deduc-
ing a probability distribution over a set of query nodes of the graph, Q, given
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some evidence nodes E, i.e., P (Q|E). This can be done by applying basic prob-
ability theory (the chain rule, the Bayes theorem, etc.) repeatedly, although
that can be prohibitive even for small scale problems, so a Bayesian inference
algorithm should aim to a reduced computational complexity.

There exist many inference methods for Bayesian networks, both exact,
such as the well known junction tree algorithm [16], and approximate, such
as loopy belief propagation and likelihood weighting [7]. In general, the former
provide correct answers using more computational resources (junction tree is
O(n ·exp(w)) for a graph with n nodes and a treewidth of w, for instance), while
the latter can be more efficient at the expense of less accurate answers—their
quality depends on the problem and on the allowed number of iterations, since
they are often any-time algorithms. In this paper we have used the junction tree
algorithm since it has provided the best trade-off between quality of the results
and computational cost for the size of our networks.

Our architecture for doing inference in sensory systems uses a basic compo-
nent, a so-called Bayesian sensor, modelled through a Bayesian network, which
represents not only a real sensor but also additional information that enables
intelligent diagnosis and sensory enhancement, i.e., it is the component in charge
of integrating the diverse sources of knowledge concerning the sensory data pro-
duction. Figure 1 depicts the structure of this generic Bayesian sensor, formed
by three different subnetworks (rectangles) and a multiplexer node (ellipse) that
we explain below. Multiple components of this kind can be interconnected in
our complete system; nodes of interest can also be enhanced by adding temporal
filters to them (not shown in that figure). These subnetworks and filters will be
dealt with in more detail, and deployed into their elements, in Sect. 3.

Fig. 1. Generic sensor based on a Bayesian network. Dashed lines are optional. Inter-
connections among these Bayesian sensors are done through their multiplexers.

The real sensor subnetwork represents an existing sensor on board the mobile
robot. This subnetwork will contain one node whose values represent the mea-
surements of the sensor.

The virtual sensor subnetwork receives information from other Bayesian sen-
sors (directly or through some calculations) in order to emulate the behaviour
of its real sensor when it is faulty and to deduce its data, i.e., for recovery.
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The anomalies subnetwork indicates whether there are faults or abnormal
situations in the associated sensor. This can be deduced, for example, using infor-
mation from other sensors, or integrating external knowledge (weather, location,
expert, etc.).

Finally, the multiplexer node selects the inferred sensor measurement. If there
is a high probability of abnormal behaviour, the virtual sensor will have more
influence than the real one in this final result. In our current implementation,
the multiplexer node is a discrete variable with the same values as the ones of
the leaf nodes of the real and virtual sensor subnetworks.

Although the component depicted in Fig. 1 is enough for integrating a diver-
sity of knowledge coming from different sources, we also include sequential fil-
ters in some nodes in order to take into account temporal knowledge (dynam-
ics). These filters work on the posterior distributions obtained during the robot
operation, which may represent either anomalies or sensory data encoded by
multiplexers.

3 Instantiation for a Particular Mobile Robot

In this work we have used a Turtlebot robot [17] to implement the architecture
defined above (see Fig. 5). It is a robot with a Kobuki mobile platform and a
bunch of sensors: three bumpers, two magnetic encoders, three cliff detectors, a
gyroscope, two wheel drop sensors, a Kinect RGB-D device and a Hokuyo 2D
laser rangefinder. In our experiments we use the laser rangefinder, the RGB-D
camera, the bumpers and the encoders.

For the sake of space, in this section we focus on one of the components of the
whole network, the one corresponding to the laser rangefinder, since it contains
enough complexity in the integration of several sources of knowledge and rep-
resents well the decisions made during the implementation of the other sensory
devices in the entire system. Also notice that, from a software implementation
point of view, some of the further described elements can be coded only once,
since they affect several parts of the network the same way; we have considered
these re-factoring issues appropriately in our software.

The real sensor subnetwork for the laser rangefinder in this robot contains as
many nodes as elements we wish to represent from the vector of measurements
(beams). Each node is a discrete random variable with a suitable discretization
of the measured distances. The multiplexer node is replicated for each laser beam
and it represents the final probability distributions we want to get. The structure
is trivial from Fig. 1.

In the corresponding anomalies subnetwork we integrate environmental infor-
mation (weather, location) as well as data from other sensors to detect abnormal
situations (see Fig. 2). This is done in two complementary ways: through the con-
nectivity (dependences) among nodes in the network shown in the figure and by
filling their CPTs with suitable commonsense and expert knowledge regarding
all that information. We omit here the content of the CPTs for their very large
size; in short, the knowledge for filling them has been translated into impera-
tive programming, and thus appropriate routines have been coded with it. For
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instance, bad lighting in indoors can produce wrong measurements, as well as the
presence of rain outdoors and also extremely high temperatures. Environmental
anomalies in this device are considered to affect all laser beams equally.

Fig. 2. Abnormal environmental conditions detection in the anomalies subnetwork of
the laser rangefinder Bayesian network. The CPTs associated to edges in the graph
code the integration of the different sources of knowledge.

There also exists systematic errors that can affect a laser rangefinder, such
as the detection of too thin, transparent or black objects. For this part of its
anomalies subnetwork we use an alternative distance sensor (the depth infor-
mation provided by the Kinect camera), a RGB image and some nodes of the
environmental part (see Fig. 3(a)). The actual values of the laser rangefinder are
compared with the ones from the alternative distance sensor; if there is a signif-
icant difference, then this anomaly is detected—we are here integrating expert
knowledge about the sensors. We can also distinguish the absorbed radiation
anomaly (black objects) by combining the information from the place where the
robot is and the percentage of black pixels in the RGB image. The undetected
object anomaly (too thin or transparent objects in the path of the laser beams)
takes into account the sense of the difference between the laser and the alterna-
tive sensors, and also information known about the working place; for instance,
if we are known to be in a place with transparent objects, e.g, windows, and one
or more alternative sensors indicate shorter distances than the laser, the proba-
bility of anomalies for this reason will be high. There is also a particular node
(reading error failure) that increases its probability when there is an important
difference between measured distances while the mentioned anomalies are false.

All the described anomalies are summarized into a leaf node which finally
indicates if a certain beam of the sensor has an abnormal state. This is depicted
in Fig. 3(b). This kind of leaf nodes are natural targets for integrating temporal
knowledge, i.e., for considering dynamics. For that purpose, we have attached a
sequential filter suitable for continuous data to them, concretely an exponentially
weighted moving average filter (EWMA); more precisely, one to each of the three
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Fig. 3. (a) Systematic errors detection for the anomalies subnetwork corresponding to
beam #2 of the laser rangefinder. (b) Anomalies integration for beam #2 of the laser
rangefinder and their connection with the associated EWMA sequential filters.

main anomalies considered in this sensor. Thus, the value of their probabilities
are affected by present and past inferred distributions.

The second main element of the laser rangefinder sensor network is the virtual
subnetwork (deployed in Fig. 4). It integrates the value of the bumpers and the
linear speed of the platform under a specific laser scan angle, in addition to some
anomalies, using expert knowledge. For instance, assuming reactive navigation,
when the linear speed is low the probability of finding a nearby obstacle should be
high; also, the bumper node gets information about collisions, which, in case of
occurring, should set high the probability of having a short distance to obstacles.

Fig. 4. Virtual subnetwork for the beam #2 of the laser rangefinder sensor.
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The previously described anomaly subnetwork provides this one with knowl-
edge about whether there is an undetected object (too thin, transparent or
black). Furthermore, knowledge about the time of the day and date is important
to estimate the amount of people or other kind of mobile obstacles present in
the navigation scene. This is another example of the power of Bayesian networks
to integrate diverse kinds of knowledge under a common, consistent formalism,
namely graph connectivity and CPTs.

Finally, all the multiplexers in our entire Bayesian networks are also tem-
porally filtered, but not with the EWMA filters attached to anomaly nodes, as
before, since we are interested in inferred values of the nodes as outputs (dis-
crete), and not in their probabilities (continuous). For that purpose we have
used moving-window median filters, an also efficient and well-known solution in
statistics for increasing the robustness of data against outliers [15].

4 Evaluation of the Inference System

The Bayesian inference system described in the previous sections has been eval-
uated in a Turtlebot mobile robot in a real experiment described here. The robot
has an on board netbook PC with an Intel Celeron N2840 at 2.16 GHz and 2 GB
DDR3 that runs Ubuntu 14.04 with ROS [18]. Since we are not interested in
dealing with computational limitations in this work, we have used another PC
to remotely execute our Bayesian inference software, an Intel Core i3 3217U at
1.8 GHz and 6 GB DDR3 that runs Ubuntu 16.04 with ROS, where our software
with the model described in Sect. 3 has been implemented in MATLAB using
the Bayes Net Toolbox (BNT) [19].

The Bayesian network has been endowed with 10 laser beams (10 multiplexer
nodes in the network, corresponding to approximately 60◦ of fov) with 10 possible
distances for each one, ranging from 1 (no obstacle detected) to 10 (maximum
distance). The resulting network has 148 nodes. In every experiment we have run
a control loop in which sensory data are obtained, then the Bayesian architecture
is evaluated with that evidence and, finally, velocity commands are sent to the
robot if needed.

In the real experiment, the Turtlebot robot navigates along a route in the
mixed indoor-outdoor scenario shown in Fig. 5. During the route, it has to deal
with different sensory abnormalities (described in the previous section), that are
represented by the posterior distributions associated with nodes of the anomalies
subnetworks. These results are shown with their corresponding temporal filter-
ing in Fig. 6, where we consider that there is an abnormal situation when its
probability is reasonably high, e.g., equal or greater than 0.7.

Firstly, we analyse the results obtained for the undetected object anomaly
(Fig. 6(a). This issue arises whenever the sensors are faced to thin objects (chair
or table legs, columns, cables, etc.) and also when they are not able to capture
too distant objects. In this experiment, both situations take place. When the
robot is halfway between points 1 and 2 (see Fig. 5), it is pointing to the wall
near point 4—this happens during the experiment times of 50 and 60 s, and
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Fig. 5. Route followed during the experiment, with some points of interest. A video is
available at http://150.214.109.139/robot2019.mp4. The robot is highlighted close to
the point 1 (bottom-left); the outdoor portion of the route is zoomed in (top-right).

the probability of anomaly shown in Fig. 6 is nearly 0.9. That wall cannot be
detected by the laser rangefinder since it is out of its range, but this is not the
case for the depth camera, which is used to correct the final sensory value. After
that, the robot moves between distinctive points 2 and 3 pointing towards the
center chair (times between 70 and 90 s). The problem here is that the chair legs
are too thin to be detected; thus the probability of undetected obstacle is again
0.9. Note that this deduction is possible, in particular, thanks to the integration
of knowledge about the working environment of the robot—presence of chairs.
When the robot is navigating from distinctive point 4 to 5 there are no nearby
obstacles again, thus the problem of measurement range reappears.

Concerning the radiation absorbed anomaly (Fig. 6(b)), that situation is pro-
voked by the presence of dark surfaces, specially black ones, which absorb part
of the infrared radiation emitted by the ranging sensors. In this particular exper-
iment, the robot is in front of dark objects two times. One coincides with the
first undetected object anomaly, as the robot is pointing to a few black-cases
computer surfaces that lie around point 4. After navigating through the central
corridor (points 2 and 3), the robot moves from point 2 to 4 (experiment times
between 90 and 110 s) pointing again towards the dark objects. The inference
about this problem is also possible due to the knowledge about the environment,
as well as the fact that some measurements are lost.

A third abnormal situation appear in the outdoor part of the environment.
Our robot goes outdoor between points 5 and 6, and there finds strong sunlight
(experiment time between 160 and 220 s). Both ranging sensors are seriously
affected due to the interferences produced by the infrared component of natural
light, but that is correctly detected in the probability distribution shown in
Fig. 6(c). In this case the deduction is possible thanks to the integration of
geographical and other external knowledge (location, season and weather).

Our Bayesian inference system enables not only to detect abnormal situa-
tions as shown so far, but also to recover sensory data under these conditions. In

http://150.214.109.139/robot2019.mp4
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Fig. 6. Posterior distributions for anomalies in the laser rangefinder, both before tem-
poral knowledge integration (gray) and after (black). (a) Undetected obstacle, beam
#4. (b) Radiation absorbed, beam #4. (c) Environmental conditions (excess of light).

order to illustrate this, the multiplexer nodes of the laser rangefinder have been
used. These variables have probability distributions over the possible discretized
distances to obstacles (from 1 to 10 in this case). We have selected the distance
with the highest probability at each point along the experiment in order to anal-
yse the recovery capabilities, considering the integration of temporal knowledge
through the moving median filter, as explained before. We show the behaviour
of a single beam, comparing the corresponding filtered multiplexer with the raw
distances obtained by both the laser and depth sensors, in Fig. 7.

These results show that the proposed system is able to recover sensory data
in quite adverse situations. As an example, consider the time interval between
120 and 140 s. As shown in Fig. 7(b), the laser rangefinder detects no obstacle,
while the filtered multiplexer indicates the presence of a distant object—it has
been deduced that the depth camera operates under nominal conditions here.
Furthermore, it is also inferred that the probability of undetected obstacle within
this interval is high (Fig. 6(a)). In this case, lost measurements have been cor-
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Fig. 7. Most-likely distance to obstacles inferred by the multiplexer of beam #4 after
temporal filtering (black). (a) and (b), in gray, raw evidence for that provided by the
depth camera and the laser rangefinder, respectively. “1” means no detected obstacle;
otherwise the number corresponds to an increasing distance range, from “2” to “10”.

rected by the data coming from another sensor, integrating knowledge about the
conditions of the experiment in this point and temporal information.

5 Conclusions and Future Work

In this work we have shown how Bayesian inference can be used to fuse multiple
and heterogeneous sources of knowledge, external, expert and temporal, in a
rigorous and consistent framework, so as to improve the robustness and power
of robotic sensory systems. Our results show that the proposed inference system
enables not only to infer faults in the sensors and their causes but also to recover
sensory data even in those faulty situations.

In the future there are a number of issues to address. The computational
cost of the inference method used here (junction tree) is not suitable for every
robotic task, thus improvements are needed (e.g., parallelization, use approxi-
mate algorithms, or abstracting the network). Also, the Bayesian network should
be created more autonomously and automatically. This should be done by a
procedure that ensures the integration of human knowledge and at same time
allows to discover the most likely structure of the network. Finally, we also plan
to extend our inference system to different robotic platforms and applications.
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Abstract. In the context of metal additive manufacturing, one of the
most attractive tasks to be robotized is the cleaning process of metal
powder after the printing operations. This task presents a challenging
scenario for most of robot manipulation approaches in the literature.

In this paper we present an approach, marker-less and real time afford-
able, which address the cleaning problem like a shape manipulation con-
trol problem. This control strategy is designed as an optimization prob-
lem. The error function is written as a lagrangian function using an
objective function based on Gaussian Mixture Model (GMM). The local
optimization is performed by a gradient descent and a global optimiza-
tion process is used to avoid local minima.

Keywords: Robot control · Image processing · Manipulation ·
Granular material · Optimization · Non-rigid registration

1 Introduction

Robotize cleaning process in metal additive manufacturing nowadays is a hot
topic because this process is still handmade, regardless, the manipulated mate-
rial is an unhealthy substance for people. Metal powder can be easily inhaled
and absorbed by cardiovascular system, producing serious health disorders. In
addition, this material also presents explosive behavior in contact with oxygen,
making the manipulation of this material unsafe [1]. Moreover, during the print-
ing process of pieces, it is wasted more than half of the source product since
just a few parts of the powder material is melted. Therefore, we make safer
and ecological additive industry by robotizing this task since we avoid involve
human operators in risky situation and the rates of re-usability and recycling
are increased.

We define the cleaning task as a close-loop form control strategy to drive the
robot to the parts to be cleaned while avoiding obstacles. Specially, we consider
the operation of removing powder as a soft manipulation task where the powder
bed plus the printed piece plus the powder is a whole object (Fig. 1). So, here the
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Fig. 1. Platform setup where (a) shows the real robot in front of a table with one object
occluded inside the powder. Image (b) represents the virtual scenario with object, solid
cylinder, which is covered by the powder, transparent cube. (c) Front view of the virtual
scenario.

goal is to transform the current object shape (cube of powder with the object
inside) into a desired one (the object without any powder). During last years in
the literature, we find a few approaches aimed to resolve concrete problems in
object (granular material) manipulation tasks, such as [2]. Others like, the work
[3] by Sanchez et al. makes a review of advances in robotic manipulation task
of non-rigid objects. Works [4,5] by Mateo et al. present a method for under-
standing how the surface changes during manipulation task, implementing a
Dijkstra-based method to model the deformation of the object. The authors also
present a method in [6] to predict when the object surface changes drastically
during manipulation tasks to achieve dexterous manipulation and prevent dam-
ages in objects. The previous cited works are focused mainly in the perception
of the objects, but works more related to the control of robots for the manip-
ulation of elastic objects are [7,8] by Navarro-Alarcon, in which an strategy to
control the shape of objects with robots, using Fourier transform as features, is
presented. In this line, works like [9,10] realize similar tasks, where Cherubini in
[9] presents a study to understand how to address the dexterous manipulation of
granular materials using robot hands without a previous planning. At the same
time Schenck et al. in [10] present a deep learning strategy to teach robots to
address the problem presented by Cherubini.
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The contribution of this work lies in the proposal methodology (strategy) to
resolve the problem of powder removal in metal additive manufacturing. Being
the goal of this strategy the transformation of the current shape of the scenario
to the desired one. The methodology combines visual perception techniques,
optimization methods and robot control schemes. The robot should be moved
to minimize the disparity between the current shape and the target shape. We
decided to use a strategy to drive the robot to those surface points with maximum
disparity and at the same time closest to the current robot position. Here, the
disparity is computed using a registration point set method. In the literature
there are works which address the problem of registering two different non-
rigid surfaces: Coherent Point Drift (CPD) [11]; Volume Deformation [12]; or
Killing Fusion [13]. All these works follow the same key concept, retrieve the
transformation (deformation) which map one surface to another as rigidly as
possible. The control of the robot is formalized using a gradient descent algorithm
to optimize the robot velocity [14,15], expressed in R

3 manifold.

2 Strategy Definition

This approach is devoted to defining the control policy for robotic manipulation
tasks in cleaning operations. This method continuously controls a robot until the
task is done, without stops for sensing neither re-planning. We consider finished
the task when the current scenario shape matches with a reference (or target)
scenario. The diagram of the method is pictured in Fig. 2. As is illustrated in
the flowchart, the framework splits the approach into three different blocks:
perception; and control; level planning. We use the visual perception part to
generate the control references (attractors points) used in the robot control.
These emerge from the disparity map W , computed in the block (e) in Fig. 2,
by using the reference D∗ and current D depth images of the scenario.

We use a 3D model to define the target scenario, i.e. a mesh composed by
the platform (powder bed) where the printed piece will be built and the piece
itself (Fig. 1(b) flat surface and cylinder). Using the 3D model, we create a vir-
tual depth image D∗. By a ray tracing technique using a virtual camera placed
in the same pose than the real one, a top-view configuration. Where the cam-
era z-axis (optical view axis) is aligned with the z-axis of the world reference
frame (Fig. 1(c)). We use as world frame the bottom-right corner of the scenario
(Fig. 1(b)).

Once we have the set of projected points x ∈ D∗ and y ∈ D in image space,
we re-project this set into the euclidean space as the set of N points X ∈ R

N×3

and Y ∈ R
N×3. This is done by the well-known re-projection equation X = P+x

where the projection matrix P = K [I3×3 | 03×1] is composed by the extended
intrinsic camera parameters matrix K4×3, and a matrix 3 × 4, extrinsic camera
parameters, where the first block is an identity matrix I3×3 and the last column
03×1 (a zero column). The Moore-Penrose pseudo-inverse projection matrix is
computed as P+ = (P TP )−1P T . Equally for the current projected points y ∈ D
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Fig. 2. Method flowchart. The perception task follows an open-loop scheme where is
being compared current and target scenario. Control part is designed as a close-loop
for minimizing the error between current and target robot position.

to obtain Y . To both point sets (point clouds) X and Y , we execute a pass-
through filter fp : RN×3 → R

M×3, where M < N , (Fig. 2(a) and (b)) to select
those points which lie in the current depth layer li (Fig. 1(c)), according with,

fp(X, zlow, zup) = {X | zX > zlow ∧ zX < zup} , (1)

where zX is the z component of any point in {X1,X2, · · · ,XM} ∈ X.
We use the Canny edge filter fc [16] to extract the contours of the silhouette,

in the image projection of the survivor points X ′ and Y ′ in Eq. 1. Function fc

(Fig. 2(c) and (d)) works in image space, thus x′ and y′ are projected before to
apply this filter. We use x′ = PX ′ (and y′ = PY ′) relation to project back the
3D points into image plane. Thus, final X and Y point sets are composed by the
point re-projection of the sets fc(x′) and fc(y′). We compute the error between
the two final point sets X and Y using Coherent Point Drift (CPD) operator [11,
17] (Fig. 2). CPD is a 3D registration algorithm aimed to resolve the problem
of 3D non-rigid alignment. This operation returns a set of transformations t ∈
R

3×N , that represent the translations between each pair of correlated points.

2.1 Map Function fm

Disparity field W is used in this work to balance the importance of each bound-
ary point Y according to the robot pose r and the visual feedback t. So, we
purpose the following mapping function fm : RN×3 → R

N subject to the robot
pose r and t to get W (Fig. 2 block (e)). Thus, the fundamental idea of this func-
tion is to define a reachability rank of points. That is, weight with the maximum
likelihood the point with better ratio between: distance to r; and maximum dis-
parity between current Y ∈ R

3 and the desired X ∈ R
3 position. Note that here,
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we keep using the correlation space between X and Y obtained after applying
CPD algorithm beside robot position r.

Mathematically, we can express the mapping function fm (Y | r, t) as a mul-
tiplication of two different weights terms W = WtWd. Where Wd is the vector
of weights according to the robot pose r (i.e. distance between point in the
current surface and the robot) and Wt with the visual feedback (i.e. distance
between current and desired surfaces). Then, Wt is formally expressed like the
normalized vector according with infinity norm, i.e. the set of t̂ is weighted with
respect to the maximum t̂. This is because we emphasize those points with more
transformation, formally this is as follows,

t̂ = ‖t‖2, Wt =
t̂

∥
∥t̂

∥
∥

∞
(2)

where t̂ is a vector in R
N stacking all euclidean norm of all elements in t. On

the other hand, Wd is the normalized distance vector d = Y − r according with
the negative infinity norm, i.e. the set d̂ is balanced w.r.t. the minimum d̂. This
is because we look for the closest point,

d̂ = ‖d‖2, Wd =
d̂

∥
∥
∥d̂

∥
∥
∥

−∞

. (3)

Values in Eqs. 2 and 3 are bounded in the range (0, 1], thus W is also bounded
in the same range. Where the most relevant point Yi ∈ Y is valued with a 1.

2.2 Objective Function Definition

At this point all filter, registration and mapping functions used in the perception
block are presented. This subsection is devoted to present the objective function
used in the control law which is shown in Fig. 2.

Control here is formalized as an optimization problem where the parameters
that minimize the objective function should be found. In our case, the parameter
that we want to optimize is the robot velocity. The goal (or objective) is to
move the robot r to the maximum-interesting points W , discussed above. Our
objective function is constrained to the fact that the robot does not have to cross
over the desired shape X. This constraint is imposed because X is the contour
of the solid 3D printed object plus the machine support (powder bed Fig. 1),
therefore crossing over this area means a collision between the robot and the
scene.

To convert a constrained into an unconstrained problem, we use the Lagrange
multipliers method [18]. Using this function, we can find the local minimal of
our objective function subject to our constraint,

L (r, w) = f (r) − wg (r | X) (4)
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where, f(r) is the objective function, g (r | X) is the equality constraint and
w (free parameter, in our experimentation w = 1

2 ) is a weight to balance the
relevance of g. Note that in L is still differentiable.

Because the intrinsically noisy nature of image sensors, we define the objec-
tive function using a Mixture Model (MM) function. Concretely the MM used
here is the Gaussian Mixture Model GMM,

f (r) = − log
N∑

i

αiN (r | Yi, σ), (5)

where N (r | Yi, σ) is a Gaussian distribution function centered in the point yi

with a spread factor of σ and a peak value equal to αi. Note that there is a
Gaussian for each point in the current contour. Gaussian’s peak in GMM is
treated as the prior-knowledge (in our case W) of the i-th distribution and is
bounded between [0, 1]. In the other hand, constraint equation g is defined in
terms of an exponential artificial field,

g (r | X) ≡ E (r | X) . (6)

Note that we do not use the Gaussian Mixture Model to represent the position
of the robot but to relate the current robot pose with respect to the points in the
current surface shape Y . Also, MM is used to deal with the intrinsic uncertainty
of visual information.

Following section shows more detailed develop about objective function f ,
constraint g and lagrangian L.

3 Task-Space Robotic Control

The most straightforward approach to move a robot is to design a velocity con-
troller which relates the error function variations during time ė with the robot
velocity V = [υ, ω], Chaummette and Hutchinson in [19]. Formally, this is writ-
ten as ė = ∇eV, where ∇e is the gradient of the error function e, υ ∈ R

3 is the
linear velocity and ω ∈ R

3 the angular velocity, thus the velocity vector is in
V ∈ R

6.
In this work the error function is equivalent to the Lagrangian Eq. 4, e ≡

L (r, w). Considering that the hidden idea is to minimize the error ensuring that
the decreasing follows a monotonic exponential function with respect to time
ė = −λee, being the controller gain λe an scalar positive constant, the obtained
expression is as follow,

V = −λe∇e+e. (7)

where ∇e+ is the Moore-Penrose pseudo-inverse gradient matrix.
We extend the control law (Eq. 7) to optimize the spread σ of N while the

robot velocity V. Therefore, our final velocity vector V̄ ≡ [V, σ̇] ∈ R
7 is composed

by V and the gaussian’s spread time variation σ̇. Consequently, the gradient ∇e
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is differentiated also with respect to σ, not just w.r.t. the robot pose. This
is because by controlling the spread of GMM variance, we are controlling the
velocity of the robot. The idea is to situate the robot pose in the slop of the
GMM where it is the maximum value variation of the function and therefore the
gradient have the maximum value.

3.1 Error Definition

As it has been introduced before, removing particle media from a scene can be
considered as a surface shape control problem. Then, controlling the difference
between desired X and current Y shapes can be expressed as the optimization
of an error function e. Moreover, the error function e, as we discussed above, is
equivalent to the lagrangian operator L, defined in Eq. 4.

Objective function f in L is defined using a GMM in Eq. 5, where the i-th
gaussian distribution N (r | Yi, σ) is defined as,

N (r| Yi, σ) = exp
(

−1
2

‖r − Yi‖2
σ2

)

, (8)

and the prior-knowledge (guassian’s peak) of the i-th gaussian is equivalent to
αi ≡ Wi. The potential field term E is designed using a sigmoid function and is
defined as follows,

E (r | X) = − 1
1 + exp (−‖r − X‖−∞)

(9)

As the equation shows this potential barrier is based on the minimum distance
between any point of the desired surface X and current robot pose of r. There-
fore, the potential barrier is going to be governed just by the closest desired
contour point Xi to r.

Then, by injecting Eqs. 8 and 9 in 4 we obtain our error function as,

e = − log

[
M∑

i

Wi exp
(

−1
2

‖r − Yi‖2
σ2

)]

+ w
1

1 + exp (−‖r − X‖−∞)
(10)

Equation 10 represents the error function of our method. This formulation
can be see has a problem of regularization where we have two different forces:
attraction (first term); and repulsive (second term). As it is expressed in the
first part of the equation, as smaller is the difference between robot pose with
the points in current surface shape ‖r − Yi‖2, smaller is the energy of the error
function. In contrast the second term as smaller is the distance between the
robot pose and the point in desired surface shape −‖r − X‖−∞, bigger is the
energy of the error function.

4 Global Robot Pose Optimization and Level Planning

We use the Deterministic annealing algorithm [20] to govern the global behavior
of our control scheme, while the control scheme is devoted to walk towards the
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(a)

(b)

(c)

Fig. 3. Experiments over 3 different scenarios. Green dot represents robot pose, path
is represented in white color, current surface is the red surface and purple is the desired
surface. Note that the purple area is a restricted area for the robot.

most interesting points in the current surface according with W . The global
optimization strategy prevents that the system falls in stationary state. These
stationary states are reached when the robot position is too far from the influence
of f or too close to the GMM’s peak. This global optimization is as follows,

σt+1 =

{

λσσt, e < ε1

λ−1
σ σt, e > ε2

(11)

where λσ is the global gain of the system and ε1 and ε2 are the thresholds used
for activating the global optimization.

In the other hand, the global evolution of the cleaning task l1 → l2 → · · · → li
evolves by removing layers of powder (Fig. 1). The method flowchart as a level
planning block (Fig. 2 block (i)) aimed to move the robot in z-direction in the
cleaning task. Then, the depth range are zlow = zlow + Δz and zup = zup + Δz
(this is a range area surrounding a level li) if the differences between current
and target surfaces is lower than a desired value ‖X − Y ‖2 < ε3.

5 Experiments

Here, a set of 3 different simulations are designed (Fig. 3), assuming the robot
should clean in z direction, i.e. layer by layer, where each test represents a depth
map in a specific layer. This strategy is chosen because it reduces drastically
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Fig. 4. The disparity between shapes evolution over time. x-axis represents the iteration

the point set density (because only those points in the silhouette of the shape
are considered) in comparison to take all the points in the 3D surface, hence
the computational time is reduced proportionally. We first evaluate the char-
acteristics of the proposed method using simulations. And secondly, we have
implemented this strategy in a real robot to prove the viability. This approach
has 2 different gains: one for the local optimization λe; and the other for the
global optimization λσ. Moreover, this scheme has three bound parameters ε1,
ε2 and ε3, two first to keep e in a desired level and the last to know when a
depth level is cleaned (or deformed). Due the fact that this strategy comprised
a global optimization step to bound the error function inside an error levels,
this method cannot be evaluated directly on the study of the error evolution.
Therefore, the convergence is analyzed based on the shape similarities evolution
between current and target shapes.

We found that the behavior of system is suitable for each test, doing just a
single set up of these parameters. The gains for error minimization and variance
optimization are λe = 0.03 and λσ = 200. The limits for error function in this
experimentation are set in the range ε1 = 0.1 and ε2 = 0.15. Additionally, we
have initialized the value of GMM spread to σ = 0.005. One of the advantages
of this method is the smooth transformation that generates. This ability can be
appreciated in Fig. 3(a) where the shape is transformed from a square to a circle.
This kind of behavior is progressively doing the task while avoiding problems of
local minimum. In this work, we consider that the robot is in a local minimum
when this is stop and still remind powder to remove. Although it is not common,
we still have problem with local minima in concave shapes. In other hand, the
Fig. 3(b) presents a challenging situation where three unconnected powder areas
should be removed. This test shows how the system deals with local tasks to get
a global solution. The experiment 3(c)) was designed to demonstrate how the
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(a) (b)

Fig. 5. Evolution over the time (x-axis) of: (a) GMM σ, y-axis; and (b) error e function,
y-axis

controller manages to convert a simple shape into a much more complex shape
(concave shape).

It is demonstrated for all experiments that the system presents a local and
global behavior. All experiments complete their task after approximately 2500
iterations. The time to process a single iteration depends on the amount of points
in the silhouette. More concretely the relation between the number of points
and the time to perform the task is linear. In these experiments, the silhouette
is composed by point set of around 300 elements and the time to compute an
iteration is approximated 0.01 s. As it is mentioned before, the system conver-
gence is achieved when the disparity between surfaces (ranged in [0, 1]) is less
than a desired value. A desired disparity of 0.015 was set for the experiments.
Figure 4 shows the evolution (monotonic decrease) of disparity for experiment
3 (Fig. 3(c)). In the other hand, the associated error evolution is presented in
Fig. 5(b) and shows how this error falls until a bounded error is achieved and
during all the task the system works to keep this error inside the limits. Figure 5
shows global optimization evolution according to the plot presented in Fig. 5(b).
GMM variance evolution is plotted in Fig. 5(a) and it can be observed how the
σ is being progressively update using local minimum optimization until, approx.
iteration 600, when error value (Fig. 5(b)) fall down the low limit. Then the value
of σ is globally updated, to recover rapidly the robot velocity, according to the
Eq. 11 (Fig. 5(a)). And again, the GMM variance is locally updated.

Finally, we implement this approach over a real platform to demonstrate its
applicability in real scenarios (Fig. 6). We use the collaborative robot Baxter
equipped with a Kinect camera in the end effector of the right arm and an AR10
humanoid hand in the left arm. We decided to use a hard actuation (touching)
over the material (kinetic sand) to avoid uncertainties produced by soft actuation
(vacuum aspiration). Figure 6 presents a series of key frames of the manipulation
task. This experiment is following the described trajectory in the third simulated
test (Fig. 3(c)).
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(a) (b)

(c) (d)

Fig. 6. Real robot experiment. Hard actuation over kinetic sand.

6 Conclusions

This work presents a novel approach to manipulate granular materials using a
robotic manipulator. Here, it is defined the cleaning tasks problems as a shape
deformation problem. The goal is reached using our proposed control scheme
based on a Gaussian Mixture Model. One of the major contributions of this
work is the novel control scheme which combines local and global optimization
by means of a gradient descent and a Deterministic Annealing method. Another
important contribution is that here the task control is not defined in terms
of error evolution. The error evolution here is just used to control the robot
velocity. In contrast here, task evolution is defined in terms of surface shape
disparity (Fig. 4). The experiments show that this method reach solutions in
real time when the point density of silhouette contour is low.

But this approach cannot guaranty an optimal solution when desired shape
has complex topology (many concave shapes). In this work we initialize the
gaussian distribution’s spread although this can be discovered by the global
optimization algorithm. We do this because as near these values are to the opti-
mal ones, the convergence is faster. This fact opens the possibility to extend this
method to predict optimal values of σ by prior clues using learning strategies.
Similarly, the definitions of boundaries in the energy function can be improved
by using another source of information which predicts best boundaries for each
problem.
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Carreira-Perpiñán, M.Á.: Non-rigid point set registration: coherent point drift. In:
Advances in Neural Information Processing Systems 19, pp. 1009–1016, September
2007
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Abstract. This paper considers the problem of fusing vision and touch
senses together to estimate the 6D pose of an object while it is grasped.
Assuming that a textured 3D model of the object is available, first,
Scale-Invariant Feature Transform (SIFT) keypoints of the object are
extracted, and a Random sample consensus (RANSAC) method is used
to match these features with the textured model. Then, optical flow is
used to visually track the object while a grasp is performed. After the
hand contacts the object, a tactile-based pose estimation is performed
using a Particle Filter. During grasp stabilization and hand movement,
the pose of the object is continuously tracked by fusing the visual and tac-
tile estimations with an extended Kalman filter. The main contribution
of this work is the continuous use of both sensing modalities to reduce
the uncertainty of tactile sensing in those degrees of freedom in which
there is no information available, as presented through the experimental
validation.

Keywords: Pose estimation · Sensor fusion · Tactile sensors · Visual
information

1 Introduction

In-hand object pose estimation is a natural cognitive online process that humans
perform while grasping or manipulating objects. There are several indications
that humans use complementary sensor information from vision and touch in this
process [1,2], that manipulation tasks rely on accurate and fast pose estimation
[3], and that human memory is multi-sensorial in nature [4].

In computer vision, several methods for stable and reliable object pose track-
ing exist in literature. Many approaches are based on tracking object bound-
aries [5] or on non-linear pose computation using RGB-D information [6]. Tex-
ture tracking [7] and model-free cues [8] have also been presented. While simple
scenarios allow an accurate object pose tracking, more complex tasks may require
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inferring object properties [9]. In this paper, a combination of texture tracking
and image-based motion cues is used for processing visual information, inspired
by [10].

Tactile sensing has also received a great deal of attention recently, including
applications in texture and object recognition [11,12] and in-hand pose esti-
mation. Object recognition by exploring the object’s surface and edges using a
particle filter combined with an Iterative Closest Point approach was presented
in [13]. In the case of pose estimation, some methods use an offline description
of the object’s facets to match the current sensor measurements [14]. Also, pre-
venting physically unfeasible solutions can be considered for the in-hand pose
estimation process [15]. Position and torque measurements from the finger joints
have been used to estimate the pose of the object as well as the contact state of
the grasp [16]. Our approach for using tactile information, initially presented in
[17], uses a particle filter to enhance solutions that match sensor measurements,
thus avoiding physically unfeasible estimations.

One of the first attempts to integrate vision and touch was presented in [18],
using geometric models of objects that are complemented with tactile sensing
for gathering information on the unseen parts. More recently, RGB-D and tactile
data were treated using an invariant extended Kalman filter (EKF) to discover
and refine 3D models of unseen objects [19], with practical applications for sim-
plified models of symmetric objects characterized by two features, width and
angle. The fusion of tactile and visual measurements enables also the pose esti-
mation of a moving target at high rate and accuracy [20]. Instead of tracking
an external object, they follow a probe, which produces tactile measurements,
mounted on an hydraulic manipulator. Fusion of tactile and visual information
has been used to refine an initial estimation of the hand-object pose for grasping
applications [21,22]. Several approaches have tried to simultaneously use vision
and tactile information for in-hand object pose estimation. However, the use of
visual information often ends when the hand is closed around the object, and
afterward only tactile information is used for the pose estimation process [23,24].
In [25], tactile sensing is used to add physical constraints to a vision-based esti-
mator; however, the pose estimation is mainly based on vision, therefore heavy
occlusions are difficult to manage.

Both vision and touch can be used to separately estimate the 6-DOF pose
of an object, but typically each estimation is not accurate along one or several
degrees of freedom. This work is centered on the effective combination of both
modalities to improve the pose estimation during a grasping action. The visual
estimation is based on [10], which uses a CAD-based pose estimation and an
optical flow-based tracker, while the tactile information is processed following our
previous work in [17]. The fusion of both estimations is done using an Extended
Kalman Filter, which prioritizes one of the sensor modalities depending on the
accuracy of each method at a given stage. The visual information is constantly
used to complement the information gathered by tactile sensors while there is
contact with the object, thus reducing uncertainty along the directions where the
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tactile information does not provide enough information to effectively estimate
the pose of the object.

2 Sensor Fusion Framework

The grasp execution is divided into different phases depending on the existence
or not of contact between hand and object. These phases define the type of infor-
mation available for estimating the hand-object pose, as summarized in Table 1.
During the pre-grasp phase, the hand moves towards the object to achieve the
pose from which the grasp is executed. The vision system has a clear view of the
scene, while there is no useful tactile information yet. The grasp phase starts
when the first contact between hand and object is detected by the force sensors
of the hand, and ends when the hand is commanded to open the fingers. It is
during this phase that the two sensing modalities can be independently used for
estimating the hand-object pose; however, the vision system may have difficul-
ties tracking the object due to occlusions created by the fingers wrapped around
the object. Finally, when the hand releases the object there is only visual infor-
mation available, although there might be no estimation at all when the vision
system gets lost. Therefore, in the case of the first and third phases of the grasp
execution, only visual information is used in the pose estimation, while in the
second one, both visual and tactile information are effectively fused.

Table 1. Information provided by the sensors in each grasp phase.

Grasp phase Pre-grasp Grasp Release

(Before closing) (Object in hand) (Hand open)

Information Visual Visual/tactile Visual

2.1 Vision-Based Estimation

The vision-based pose estimation and visual tracking are both based on Simtrack
[10]. In our case, the tracking problem is simplified since we only use RGB infor-
mation provided by the vision system. The system assumes that a 3D model of
the object, which includes texture, is available and used to perform a comparison
with the information provided by the camera.

From the color feed provided by the RGB camera, SIFT key-points (Scale-
Invariant Feature Transform) [26] and optical flow (movement in the image) are
extracted. The SIFT keypoints are used by the object detection system in order
to provide an initial estimation for starting the tracker start, or for restarting it
when the tracker is not capable anymore of following the object. On the other
hand, motion cues provided by optical flow are used by the tracking system.
Note that the original software also uses cues extracted from stereo disparity
or depth information, but in this case, this information is not available due to
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Fig. 1. Examples of the initial visual estimation for the object’s pose. A common error
that appears is that the estimated object pose is floating above the supporting table,
as illustrated in the central image.

the experimental setup (Sect. 3). The tracker updates the estimated pose of the
object so that the consistency between the motion and a 3D representation of
the environment is maximized.

When the pose estimation is active, GPU libraries are used in order to extract
the SIFT features from the 2D images. Then, a Random Sample Consensus
(RANSAC) method [27], which tries to match SIFT descriptors extracted from
the RGB images to the textured 3D models in the database, is used to find
correspondences and extract the 6-DOF pose of the object. This step tries to
perform an exhaustive matching in the given frame and, therefore, this sparse
estimation does not depend on the previous one, or on the movement in the
images.

Once an initial estimation is available, the tracker starts and uses motion
cues to compute the motion in the scene (using GPU libraries [28]). For this,
an Augmented Reality (AR) version of the estimation is rendered. Then, optical
flow is computed out of the difference between the (partially) synthetic image,
rendering the object model based on the current pose estimate, and the next
obtained image. When used for tracking, this information is insensitive to drift
since it measures the difference between the current scene hypothesis and the
observed scene (rather than simply the image motion). For the same reason, it
can be used to measure the reliability of tracking. The motion observed by the
optical flow is used to recover a rigid rotation and translation that best explains
the visual cues, and transforms the pose estimation accordingly.

Figure 1 shows examples of the initial estimation based on visual information.
The estimated pose is also shown (in green) on the image. The image in the center
shows an error that appears commonly, namely, the estimated pose is too high
over the table surface, which is not physically realistic. This is due to the point of
view used for acquiring the images. Average errors of the initial pose estimated
by the vision system for two different objects are presented in Table 2.
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Table 2. Average error in the initial visual estimation.

Object Can Box

Trial 1 2 3 1 2

Error in position (cm) 3.67 2.67 1.40 3.08 2.97

Error in orientation (◦) 0.45 1.52 1.03 0.97 0.85

Fig. 2. Left: two contacts are detected (red arrows), but the estimated pose of the
object does not produce contacts. Right: friction cone at a contact location.

2.2 Tactile-Based Estimation

Tactile-based estimation is only possible when there is at least one contact
between the hand and the object. Therefore, when the first contact is detected,
a particle filter starts looking for object poses using, as first prior estimation,
the last pose provided by the vision system. The estimated pose should agree
with the information provided by the tactile sensors.

The reference frame used for the tactile pose estimation is located at the
wrist of the hand. The parameters describing the object pose are

x = [q, t]T = [qx, qy, qz, qw, tx, ty, tz]T (1)

where q is a rotation expressed as a quaternion, and t is a translation vector.
Assuming that the 3D model of the object is available, the estimation is

tackled by combining the following general ideas:

1. When a contact is detected by a sensor, the estimated object pose must
produce a contact at the same location. Figure 2 (left) illustrates a case where
the estimated object pose cannot explain the contact readings in two fingers.

2. The estimated object pose should not be in collision with the hand (just in
contact). Besides, the object cannot float without contacting the hand at all
when at least one sensor reading is positive.

3. The inward normal of the object surface at the contact location and the
outward normal at the contact surface in the hand should have the same
direction. When friction is considered, the normals do not necessarily have to
be aligned, but, since the friction coefficient is in general not known, the angle
between normals should be as close to 0 as possible (right side of Fig. 2).
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A deeper explanation on the implementation of the particle filter (where
each particle represents one pose of the object) can be found in [17]. The general
outline of the algorithm is shown in Algorithm 1. The key ideas presented above
are included in the measurement model that weighs the estimation of a given
particle as explained below.

Algorithm 1. Bootstrap Particle Filter
1: procedure BPF(Np, prior estimation)

Initialization:
2: xi(0) ∼ Pr(x(0)), Wi(0) = 1

Np

Importance Sampling:
3: xi(t) ← system model(xi(t − 1), inputt)
4: Wi ∼ Pr(Wi(t))

Weight Update:
5: Wi(t) = Wi(t − 1) × measurement(y(t)|xi(t))

Weight Normalization:
6: Wi(t) = Wi(t)

∑Np
i=1 Wi(t)

Resampling:
7: if N̂eff (t) ≤ Nthresh, then x̂i(t) ⇒ xj(t)
8: end procedure

Weight Update: Measurement Model. The measurement model gives to
each one of the particles a weight that quantifies how similar is the state
expressed by that particle to the true state of the object, comparing the estima-
tion with the measurements provided by the position and tactile sensors in the
hand. The measurement model used in this work is inspired by [15]. Three new
features have been added: first, not only the sensor location but also the force
measurements are used to compute the real contact locations. Second, the eval-
uation method considers differently each sensor depending on whether it is in
contact or not. And third, the friction cone of a contact is considered to evaluate
the feasibility of a contact between the hand and the object.

In order to evaluate the particles, the scene is simulated using the Flexible
Collision Library (FCL) [29] to compute the shortest distance (no collision, pos-
itive value) or deepest penetration (in collision, negative value) between each
sensor and the object. Taking into account this information, three kind of mea-
surements are considered:

– For each sensor that does not detect contact with the object, a probability is
assigned to each particle based on its distance to the object do

i by:

pnc,i(do
i ) = 0.5 ∗

(
1 + erf

(
do

i√
2σnc

))
(2)

where σnc is a standard deviation value that can be adjusted to match the
inaccuracy of the measurements, and erf corresponds to the error function.
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This function is chosen to assign high weights to positive distances and small
weights to negative distances, which helps to avoid estimations that predict
unreal collisions.

– For each sensor that detects a contact, the distance do
i is used to associate a

probability to the measurement with:

pc,i(do
i ) = e

−0.5

(
do

i
σc

)2

(3)

where σc can be adjusted to account for the uncertainty in the force sensors.
This function assigns high weights to values that are close to zero, i.e. close
to contact.

– Assuming the grasp is stable, the normal of the surface of the object at
the contact point (for the sensors that detect a contact) should lie within
the friction cone around each contact point in the hand. The contact force
measured by the hand is considered to be normal to its surface, therefore, the
angle αi between the normals to the surfaces can be computed, and afterward
evaluated with:

pa,i(α) = e
−0.5

(
αi
σa

)2

(4)

where σa accounts for the friction between the surfaces. This function assigns
high weights to values that are close to 0.

Finally, a combined weight for each particle (Wi) can be expressed as:

Wi =
Nm∏
k=1

pnc,i ∗ pc,i ∗ pa,i (5)

where Nm is the number of measurements for each particle. This weight is cal-
culated for every particle during the update step in Algorithm 1.

2.3 Sensor Fusion with Extended Kalman Filter

The Extended Kalman filter is a linearized version of the Kalman Filter, a recur-
sive continuous state observer that uses knowledge of the system and measure-
ment models and their corresponding noises. These models can be formulated as:

Xt = fs(Xt−1, Ut, Vt)
Zt = fm(Xt,Wt)

(6)

where fs is the function that defines the system dynamics, computing the current
state Xt based on the value of the previous state Xt−1 and the input Ut, and Vt

represents the noise of this function. Furthermore, fm is the function that defines
the measurement system, computing the current sensor readings Zt based on the
value of the actual state Xt, and Wt represents the noise of this function. Both
Vt and Wt are considered to be discrete functions representing a zero mean
Gaussian disturbance, with Q and R as their respective covariances.
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Fig. 3. Experimental setup for object pose estimation. A reference frame parallel to
the wrist reference frame is shown in the lower right corner.

Using this knowledge and Eq. (1) as the state of our system, the Extended
Kalman filtering process is divided into two steps:

– Prediction step: uses a previously estimated state (X̂t−1), the input (Ut) and
the system model (fs) to predict the value of the next state, as well as the
state-estimated covariance:

Ut = [Δqt,Δtt]T

X̂t|t−1 = fs(Xt−1, Ut, Vt) = [qt−1 ∗ Δqt ∗ qv, tt−1 + Δtt + tv]

Pt|t−1 =
(

∂fs

∂x

)
Pt−1|t−1

(
∂fs

∂x

)T

+ Q

(7)

where
(

∂fs

∂x

)
is the Jacobian of fs with respect to state X, and Pt|t−1 is the

estimated covariance. Ut is measured as the average movement of the fingers
that are in contact with the object.

– Update step: uses the current sensor measurements (visual and tactile esti-
mations) together with the statistical properties of the model to correct the
initial estimate. Besides, the Kalman gain and state-estimate covariance are
also computed.

Kt = Pt|t−1

(
∂fm

∂x

)T
[(

∂fm

∂x

)
Pt|t−1

(
∂fm

∂x

)T

+ R

]−1

X̂t|t = Xt|t−1 + Kt(Zt − fm(X̂t|t−1))

Pt|t =

[
I − Kt

(
∂fm

∂x

)]
Pt|t−1

(8)

where Kt is the Kalman gain,
(

∂fm

∂x

)
is the Jacobian of fm with respect to

state X, and Pt|t is the covariance of the estimation. Since the measured
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properties (Zt) are of the same type as the predicted estate of the system
(Xt), position and orientation, fm is just the vertical concatenation of two
6 × 6 identity matrices.

These two steps are repeated for every sample: t = 1, 2, . . . , T .
The only user-configured parameters of the algorithm are the covariance

matrices representing the system and sensor noise. Since we are fusing infor-
mation coming from two different sensors, it is important to carefully choose the
sensor noises, since the Extended Kalman filter naturally gives more importance
to the signal measured by the sensor with less noise, i.e., the more reliable one. In
order to choose these values, the tactile and visual readings were studied offline
separately, computing average and standard deviation errors of their estimation.
Noise values have been chosen to be 1/100 of the average noise in each axes,
giving as a result that noise in the tactile estimation is 2 times larger for the
orientation values, 1.3 larger in the Y axis, and 2.5 smaller in the X and Z axes.

Finally, the filter is executed every time there is a new reading from any of
the sensors (estimations); since it is possible that not all of them are available
at the same time, the last available reading is always used. This is also applied
if any of the estimators (visual or tactile) loses track of the object.

3 Setup Description

For the experimental tests, we use the ReFlex TakkTile hand (Fig. 3). The hand
is equipped with two types of sensors: pressure sensors located along the fingers
(9 per finger) and the palm (11 sensors), and magnetic encoders in the proximal
and distal joints, which allow computing the location of both phalanges in each
finger. The position of each tactile sensor and the normal vector to the surface
at its position can be constantly computed. The provided force measurements
are based on the pressure transmitted by the rubber that covers the fingers.
However, since the pressure flows through the rubber, one single contact with
an object may be detected by two (or more) consecutive sensors. When this
happens, a linear combination of measurements is performed to compute the
actual contact location ci with respect to the wrist, as follows:

ci = ti +
∣∣∣∣1 − fi

fi + fi+1

∣∣∣∣ × (ti+1 − ti) (9)

where ti is the position of sensor i and fi its corresponding force measurement.
Note that this model assumes that there is maximum one contact with the object
at each link of the fingers.

The camera used to retrieve visual information is an RGB camera with a
resolution of 640× 480 at 30 frames per second. The spatial location of the
hand with respect to the camera is provided by Apriltags [30] located on the top
surface of the hand, as shown in Fig. 3. Note that the object also has an Apriltag
on the top surface, which is used to compute the ground truth for the relative
pose of the object with respect to the hand.
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Fig. 4. Cheez-it box grasped from the side with the robotic hand held by a human
operator. The sequence is ordered from left to right, and includes the pre-grasp pose,
grasping, moving and releasing the object.

For the measurements, a human operator holds the hand and approaches
the object, grasping it and releasing it. The hand could also be attached to a
robotic arm; this has no influence on the results of the estimation of the hand-
object relative pose nor on the in-hand object pose estimation. The performed
experiments follow these steps:

– Hand and object are placed on a flat surface, and the scene is perceived with
the RGB camera. The visual estimator starts looking for the object.

– An operator picks up the hand and positions it to execute the grasp.
– After 10 seconds, the fingers close toward the object. Once they are in contact,

a constant closing velocity is maintained in all fingers to make the grasp stable.
– The tactile estimation is started as soon as the first contact between hand and

object is detected. An initial population of particles is built (adding Gaussian
noises) based on the last estimation given by the vision system. It is ended
when the hand is commanded to open.

– The object is lifted by the operator. As long as both tactile and visual estima-
tions are available, the extended Kalman filter computes the in-hand object
pose.

4 Experimental Results

Two different objects from the YCB database [31] are used for the tests, a
Pringles can and a Cheez-it box (Fig. 1). For the initial test of the concept, three
test sequences were made with the can and two with the box. For each of them,
pose estimation tests were run 5 times. One of the test runs can be seen in Fig. 4.
From left to right, the figure shows the pre-gras pose, grasping pose, lifting and
moving the object, and hand opening.

Figure 5 shows the results of the pose estimation for one of the experiments
using the Cheez-it box. For the displacements in the three axes, the ground truth
(GT - light blue), the tactile (red), visual (dark blue) and the EKF-based fusion
estimation (green) are shown. The orientation error around the three axis is also
shown in the figure. Note that at the beginning of the movement, the EKF-based
estimation is the same as the vision-based one, since there is no contact with
the object yet. The first contact between the hand and the object is detected
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Fig. 5. Evolution of the displacement and orientation error while grasping the Cheez-it
box with the sequence shown in Fig. 4.

at about 8s. From that moment, the estimation using the fusion technique here
presented differs from the pose estimations using only one sensing modality. In
the X axis (top-left of Fig. 5), the estimation is corrected by the influence of
the tactile system, while in the Z axis, the estimation is better for the vision
system (tactile information does not help to pinpoint the object location along
this axis for this particular object). It is possible to appreciate the initial error
in the estimation of the location along the Y axis due to the vision system,
which remains almost constant with time. Because the tactile system has no
means of measuring changes in the Y axis and has less accuracy in estimating
the changes in orientation, the resulting estimation in that case follows more
closely the estimation coming from the vision system (right side of Fig. 5). Note
that this is a result of the matrices used in this technique to represent the noise
for each sensor modality.

In the case of the orientation error suffered by the tactile system, it is related
to the initial error found along the Z axis. Because a contact between the
box and the palm of the hand is detected, but the initial estimation in the
Z axis is actually off by almost 2 cm, the simulation recreates the same situation
by turning the box around the X axis so that this same contact is detected.
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Table 3. Average errors and standard deviations in the pose estimation for the selected
objects in different test sequences.

Object Trial Vision Tactile Fusion

μ σ μ σ μ σ

Can 1 3.72 cm 0.9 2.04 cm 0.5 3.15 cm 0.8

0.13◦ 0.8 2.32◦ 0.6 1.00◦ 0.8

2 4.03 cm 1.2 3.47 cm 0.61 3.55 cm 1.1

7.82◦ 6.4 13.90◦ 3.3 9.65◦ 6.3

3 3.03 cm 0.3 3.58 cm 0.4 3.18 cm 0.3

2.71◦ 0.6 6.54◦ 2.3 5.28◦ 1.5

Box 1 2.29 cm 0.2 1.69 cm 0.7 1.78 cm 0.4

0.64◦ 0.8 11.55◦ 2.3 2.2◦ 1.6

2 3.01 cm 0.7 1.92 cm 0.6 2.03 cm 0.6

4.15◦ 2.1 7.8◦ 2.5 4.20◦ 2.2

However, these errors are successfully corrected over time by the fusion of the
two estimations.

Table 3 shows the average and standard deviations for the errors obtained in
the different test sequences. The first test of the box corresponds to the one shown
in Fig. 5. The errors are computed as an average over all the grasping action for
the fused estimation, including a short time before grasping has occurred and
after the object has been released. The same period is used for computing the
errors for the vision system. However, for the tactile system the error only covers
those moments in which there is effective contact between object and hand.

In the second test of the box and the can, the visual estimation is misled by
the movement of the fingers, and this is estimated as a movement of the object
itself. This results in larger errors both in position and orientation. In the third
experiment of the can, the vision system is not able to track the object while
it is grasped by the hand because of the occlusion of the object, and it is not
able to recover until the fingers open again. This results in a worse estimation
in general, first because the prior given to the tactile system is worse, but also
because there are no visual corrections in those axes where the tactile system
is weaker. Lastly, the first experiment conducted with the can produces very
good estimations, the only error found is given by the initial error committed
by the visual estimation. The magnitude of the errors described in Table 3 are
in the same range of those found in similar works [19,23,25], and there is a clear
improvement in the initial visual estimation used in our work.

5 Conclusions

This paper presented a 6D object pose estimation method that combines visual
and tactile information. The fusion of the information provided by both sensing
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modalities is performed by an extended Kalman filter. An initial experimental
evaluation with real data captured with an RGB camera and a robotic hand is
performed to study the integration of the two complementary sensor modalities
in order to successfully reduce the overall uncertainty of the pose estimation.

Improvements to the approach presented here include a better initial visual
estimation, since this error is later propagated to the fusion with the tactile
information. A tracking system more robust to object occlusions would also be
desirable, and experiments with objects of more complex geometries is a next
step. A possible extension of this work could investigate how to avoid using
explicit object models in the estimators.
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Abstract. Computer vision has been revolutionised in recent years by
increased research in convolutional neural networks (CNNs); however,
many challenges remain to be addressed in order to ensure fast and
accurate image processing when applying these techniques to robotics.
These challenges consist of handling extreme changes in scale, illumi-
nation, noise, and viewing angles of a moving object. The project main
contribution is to provide insight on how to properly train a convolutional
neural network (CNN), a specific type of DNN, for object tracking in the
context of industrial robotics. The proposed solution aims to use a com-
bination of documented approaches to replicate a pick-and-place task
with an industrial robot using computer vision feeding a YOLOv3 CNN.
Experimental tests, designed to investigate the requirements of training
the CNN in this context, were performed using a variety of objects that
differed in shape and size in a controlled environment. The general focus
was to detect the objects based on their shape; as a result, a suitable and
secure grasp could be selected by the robot. The findings in this article
reflect the challenges of training the CNN through brute force. It also
highlights the different methods of annotating images and the ensuing
results obtained after training the neural network.

Keywords: Object classification · Training · YOLOv3 · CNN · ROS

1 Introduction

Humans can detect target objects amongst distractors nearly instantly once they
have caught their attention, even in the presence of extreme changes in scale,
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illumination, noise, and viewing angle of an object [14]. Adding to this, humans
possess self and spatial awareness, abilities which are developed from an early age
[5]. Spatial awareness is essential for humans to complete their daily activities,
which may range in difficulty from reaching for a cup of coffee to playing a high-
performance sport. Many of these innate capabilities in humans have still to find
convincing implementation in state-of-the-art robotics – see, for example, [1,4,6].
This research highlights the challenges and recent advancements in detecting
objects using an artificial neural network (ANN).

Recent advancements in computer vision have been driven by research on
deep neural networks (DNN); however, DNNs require an extensive amount of
data and pre-processing. Poor data filtering can miscue results, therefore pre-
processing is a crucial procedure for proper training. Therefore, standards such
as the cross-industry standard process have been created to ensure to increase
the rate of success [13]. This project’s main contribution is to provide insight
on how to properly train a convolutional neural network (CNN), a specific type
of DNN, for object tracking in the context of industrial robotics. The paper
structure is as follows: Sect. 2 presents the related work; the methodology is
discussed in Sect. 3; the results and the critical analysis is done in Sect. 4; and
the conclusions and future work are discussed in Sect. 5.

2 Related Work

The enactment of “pick and place” by a robot inherently presents many chal-
lenges, many of which at the level of artificial visual perception. Adding to
these challenges, the use of ANNs to enhance visual processing involves time-
consuming, complex training procedures. Furthermore, many factors, such as
insufficient or low-quality training sets, can reduce their performance. For
instance, an image fed into an ANN for processing may contain not only the
desired object, but also other objects in the background. These distractors may
degrade ANN performance if training is not properly performed. Another chal-
lenge in using ANNs is the detection of objects using a moving sensor (i.e. by
resorting active perception, such as visual servoing). In this case, distortions
such as motion blur may result in the detection algorithm failing to recognise
the item.

CNN Neural Networks – Convolutional neural networks have proved over-
time to be an effective algorithm for recognising visual patterns. The first model
for a convolutional neural network was the leNet-5 created by Yann Lecun in
1998 [7]. This network was made up of two convolutional layers, two average
pooling layers, two fully connected layers, and a softmax layer [7]. The leNet
was not able to classify images, but it proved successful at classifying numbers.
However, interest in CNNs was revived In 2012 when AlexNet was created which
was much larger than its predecessor [3]. The network contained 5 Convolutional
Layers and 3 Fully Connected Layers [3]. Training AlexNet to classify images
took five to six days using two GTX 580 3 GB GPUs [3]. This breakthrough has
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led to CNNs being the preferred solutions for image processing; however, real-
time requirements make this version of the algorithm unsuitable for computer
vision, in particular in robotics.

Faster Region Convolutional Neural Network Algorithm – Faster R-
CNN is the current state-of-the-art optimisation method for CNN algorithms,
designed to achieve real-time performance. Fast R-CNN and its predecessor used
a technique called selective search [12]. Faster R-CNN, however, uses a technique
called region proposal networks (RPN), which are much faster. RPN take an
image as an input and output sets of anchor boxes of proposed objects; these
objects are then associated with a score [11]. Faster R-CNN works by first cre-
ating a feature map from the input image. Subsequently, the RPN generates a
set of proposed objects together with their score. Like its predecessor, Faster R-
CNN still uses the ROI layer to make the proposed regions a fixed length. Once
all the regions are of the same size, they are passed to the fully connected layer
where SoftMax and linear regression are applied. The image is then classified and
the algorithm outputs bounding boxes for the objects [12]. As a consequence of
this optimisation process, Faster R-CNN decreases the time it takes to detect
an image from 2 s to 0.2 s [11].

YOLO Algorithm – YOLO, which stands for “you only look once”, was first
introduced in 2015 by Redmon et al. [8] as alternative to R-CNN, which had com-
plex pipelines that made it slow and hard to optimise. Unlike R-CNN, YOLO
looks at the full image once. It uses a single CNN that predicts multiple bound-
ing boxes and class probabilities for those boxes simultaneously [8]. YOLO pre-
dicts the score of an object using logistic regression for each bounding box. The
proposed network was composed of 24 convolutional layers, four max-pooling
layers1, and two fully connected layers [8].

There are several benefits associated with YOLO. First of all, as mentioned
previously, YOLO is faster compared to other detection methods because it
avoids complex pipelines by framing it as a regression problem. YOLO encodes
contextual information about classes and their appearance because it views the
entire image for training and testing. Furthermore, it outperforms algorithms
like fast R-CNN in making fewer background errors – Fast R-CNN mistakes
background patches as objects because it does not have the full context of an
image. Lastly, YOLO can generalise features it learns from objects, which can
then be applied to new items.

At the time YOLO was introduced, it was the fastest general purpose object
detection algorithm when compared to R-CNNs, Fast R-CNNs, and two versions
of Faster R-CNNs [8]. The first was the VGG-16, which was ten mean Average
Precision (mAP) higher but six times slower than YOLO [8]. The other was
Zeiler-Fergus Faster R-CNN [8]. This model was much faster than the previous
one, but it was not as fast and accurate as YOLO.
1 Max pooling is a technique that extracts the most significant features from the

convolutional layer.
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Additional developments have been made in the meanwhile to further
improve YOLO’s performance. In December 2016, YOLO version 2 was launched.
This version differs from its predecessor because it uses a classification model
called Darknet19 [9]. Darknet consists of 19 convolutional layers and 5 max-
pooling layers [9]. The purpose of Darknet is to increase the speed and accuracy
of classifications. Although the original YOLO algorithm outperformed previ-
ous object detectors, it under-performed in accuracy compared to Fast R-CNN
by introducing a considerable amount of localisation errors [9]. Another aim
was correcting the low recall YOLO produced compared to the region proposal-
based method [9]. There were many ways YOLO version 2 addressed these prob-
lems. The first was to use batch normalisation, which significantly improved
convergence while removing the need for other forms of regularisation. Another
improvement made was to add high-resolution classifiers, which provided a 4%
increase in mAP [9]. YOLO was susceptible to unstable gradients during training,
therefore Anchor boxes reduced mAP slightly from 69.5 to 69.2, but the recall
improved from 81% to 88% [9]. In other words, even if accuracy was slightly
decreased, it increased the chances of detecting all the ground truth objects.

YOLO version 3 (YOLOv3) is the latest version that focuses on improve-
ments on object classification [10]. Methods such as Single Shot Detection still
outperform YOLOv3 in terms of accuracy; YOLOv3, however, executes three
times faster for the same input [10]. Furthermore, YOLOv3 makes a consid-
erable improvement in how well it can detect small objects [10]. Finally, this
framework now uses Darknet 53, an enhancement to Darknet19, and increases
the scale for feature extraction by increasing the number of convolutional layers
from 19 to 53 [10].

3 Methodology

The object classification methodology was designed for robotic grasping appli-
cations. In the particular case of the authors, a Sawyer robotic arm2 equipped
with an AR10 hand3 and state-of-the-art Biotac SP fingertips (see footnote 3)
was target. However, only the thumb, index finger, and middle finger were used
with Biotec sensors installed at the end of them. The main task was to grasp
objects using 3 of the 5 fingers in the hand using an adaptive grasp controller.
It was decided that those items would be of a ball, a Pringles can, a sponge, and
a water bottle (Fig. 1). These items were chosen because each object varied in
shape and size; Therefore, the robotic arm would need to change the grasping
method for each of the items.

For this to be accomplished, the first objective was to detect the objects.
Once the item had been detected, the gripping algorithm could be appropriately
adjusted, and the robotic arm and hand guided to perform the grip. The first step
2 Retrieved from https://www.syntouchinc.com/en/sensor-technology/, last accessed

2019-06-20.
3 Retrieved from https://www.active8robots.com/robots/ar10-robotic-hand/, last

accessed 2019-06-20.

https://www.syntouchinc.com/en/sensor-technology/
https://www.active8robots.com/robots/ar10-robotic-hand/
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Fig. 1. Objects used for training the YOLOV3

to installing and configuring the YOLOv34 and adjust specific convolutional lay-
ers to match the number of classes, and filters to the number of classes designed.
The selected classes where robotic hand, table marks, sphere, cuboid, prism
and cylinder. These classes were extracted from a newly constructed database
of images that was taken with an Intel D435 real sense camera. The robotic
hand and the table marks are required for navigating the arm toward the target
object, and the 3D shape of the objects is required for selecting the pre-grasp
and pose of the objects. The aim of this paper in the object detection and there-
fore the details of the navigational algorithms, pre-grasp and pose estimations
are not addressed in the paper. Annotation for training was performed by man-
ually labelling each object in each image in the training data-set using a custom
annotation tool developed by the authors5. This method of annotating classes
makes up the majority of the pre-processing phase. The CNCR annotation tool
opens a window browser (see Fig. 2) and lets the user import images and classes.
The user can then label objects by defining a bounding box. The box parameters
are then recorded in a text file. Each row contains five columns: the first indi-
cates the index for the different classes, the second and third columns specify
the location of the object in an X and Y grid, respectively, and the last column
stores the height and width of the object. Training YOLOV3 can start once a
dataset of images and their annotations have been formed; however, preventive
measures must be put in place in order to prevent underfitting and overfitting
[2]. Overfitting, in particular, prevents the model from generalising to unknown
data and thus leading to poor performance. A standard way to prevent over-
fitting and underfitting is to construct a validation set, i.e. by defining distinct
training and test subsets from the images collected in the training phase.

4 Retrieved from https://medium.com/@manivannan data/how-to-train-YOLOv3-
to-detect-custom-objects-ccbcafeb13d2, last accessed on 25/04/2019.

5 Available online, https://gitlab.com/CNCR-NTU/CNCR annotation tool, last
accessed on the 15/06/2019.

https://medium.com/@manivannan_data/how-to-train-YOLOv3-to-detect-custom-objects-ccbcafeb13d2
https://medium.com/@manivannan_data/how-to-train-YOLOv3-to-detect-custom-objects-ccbcafeb13d2
https://gitlab.com/CNCR-NTU/CNCR_annotation_tool
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Fig. 2. CNCR annotation tool

The next step of the process was training the model. To train the YOLOV3
model the names of the classes, the configuration file, the data file, and the
YOLOv3 architecture were needed, taking approximately two days to conclude
the procedure. The YOLOv3 creates weights in increments of 10k steps during
this period; however, adjustments were made to have weights created every 2k
steps (this value was an empirical value obtained experimentally). The trained
weights were then tested on the testing data and the weights that produced
better results were selected.

4 Results

During the pre-processing phase, it became apparent that many factors influ-
enced object detection performance when annotating. The majority of this
section will highlight the methods used while annotating. Furthermore, this
section will convey their results. Over ten training cycles have been conducted
during the implementation phase. The overall goal of accomplishing computer
vision was to detect and generalise similar objects.

A significant part needed for visual servoing was detecting the parameters
of the table. The table was marked on each corner by a strand of red tape.
The first objective was producing a stable object detection model. Therefore,
detecting the medium size ball was the first goal. Key points that were learned
during this objective was the training dataset needed to contain over 200 images.
Furthermore, the performance of the model varied depending on the weights
used. There were performance issues with each of the weights used. However, 10k
weights gave the model more accuracy and stabilised detection. Below displays
results of the first test 1 (Table 1).

It took two training sets before obtaining positive results. However, it was
found that the ball would not be detected if it was moved too far to the right
or left on the table. Another downside was the size of the bounding box on the
item. The width of the bounding box was similar to that of the annotations. A
smaller box would be ideal. As a result, the next set of annotations contained
small boxes covering the item versus one larger box. It was seen that smaller
boxes could reduce the amount of background noise (see Table 2).
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Table 1. Accuracy readings from .5 – 1.0 using different weights

Item 10 k weight 12 k weight 16 k weight 20 k weight 30 k weight

Ball .98 .98 .99 .95 .91

Table 2. Detection with the background changing

10 k weights
percentage

Table background
(known)

Mat background
(known)

Unknown
background

Sphere 1.00 .95 N/A

Cuboid .86 .82 N/A

Cylinder .96 .98 N/A

Additionally, smaller annotation boxes would decrease the size of the bound-
ing box. For instance, if annotation were being done for an object in being
grasped by the robotic hand, The boxes outlining the hand would shrink, but
increase in number to only contain the hand. This method brought abysmal
results because the model became overfitted. The model projected bounding
boxes over the whole image. In order to correct this problem changes needed to
be made to the labelled files. It was discovered that an object should contain no
more than two annotation boxes around it. Creating a limit helped prevent over-
fitting. It also made the ball detectable again. The previous issue still resided,
but it lost the object less than before6.

The next step was detecting multiple objects at the same time. The can and
the ball needed to be detected. Achieving this objective was relatively easy. This
was accomplished by increasing the number of images in the training set. It was
also important that there was as less background noise as possible. However,
more issues appeared when all the items needed to be annotated. The difference
was the positioning of the items in the image. Merging annotations occurred very
often because the items were too close. Another method would be to highlight
the sections that would not overlap the images. The issues with that approach
are that it does not get the full object. Therefore, it may degrade results on that
one item if partial annotations are continuously being done.

At this point, the detection algorithm was performing well on the ball, the
Pringles can, and the sponge with a confidence score over 0.7. However, it is
important to note that some items may consist of a combination of different
shapes. Therefore, the classifying process for such an item must contain different
classes in an item. This was the case for the bottle. When annotating an item
like a bottle, it was important to match each shape with the class that fitted
best. Breaking the item into different identifiable shapes assist the process of
picking the item up. However, the first attempt at annotating multiple shapes

6 Available online https://www.youtube.com/watch?v=vdDqMtdyUYU, last accessed
on 25/04/2019.

https://www.youtube.com/watch?v=vdDqMtdyUYU
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had different classes merging into another. Thus when testing this model using
10k weights, no items were being classified. It was identified that the overlap
of labelling boxes substantially increases the number of false positives. Thus
the solution was the avoidance of overlapping annotation boxes. This strategy
worked, and the detection algorithm began working for all the objects. The next
test was to evaluate the generalisation of spheres. This test involved using more
than ten spheres with different sizes and colours. However, only two spheres were
detected. The training sphere was detected, and another sphere similar in colour
but different in size. After receiving abysmal results, further tests were conducted
to understand why the generalisation of spheres failed. This test involved using a
lid that had a sphere shape with a light blue tint similar to the other two spheres.
When the item laid flat, it was not detected, but when it was standing upright,
it was detected as a sphere. These results demonstrated that (i) the algorithm
recognised objects similar in shape and colour to that it was trained on and (ii)
that increasing the number of different samples was crucial to enable the CNN
to start generalising patterns to unfamiliar objects. The next step was to create
the environment so that visual servoing could be used since all the objects were
being detected. This process involved mapping out the boundaries of the table by
adding markers to each corner. After training the model to recognise these tags,
It was found that the two nearest markers were detected, but not consistently.
Furthermore, the furthest two markers failed to be detected. Despite, adding
more annotations outlining all the table markers, the problem was not fixed. At
the same time, these annotations included the placement of the robotic arm at
different positions of the table. It was later discovered that the lighting of the
room and shadows created by the arm was the reason behind the inconsistent
detection.

After all of the objects were successfully detected, training the CNN to recog-
nise the robotic arm and table marks was next. This is needed for moving the arm
from a starting point to the object pick-up place. The process involved mapping
out the boundaries of the table by adding markers to each corner. After training
the model to recognise these tags, It was found that the two nearest markers were
detected, but not consistently. Furthermore, the furthest two markers failed to
be detected. Despite, adding more annotations detection of all the table markers
was not fixed. At the same time, these annotations included moving the robotic
arm across the table when conducting test on its’ range of motion. It was later
discovered that the lighting of the room and shadows were the reason certain
items stopped being detected. This was especially true when the robotic arm
was moving since its’ arm made a shadow. As mentioned before in the liter-
ature review illumination changes make perfect object detection difficult. One
method that helped alleviate these issues were annotating objects while in dif-
ferent illuminations. This method proved it had the potential to work; however,
annotating every angle and circumstance was too tedious of a task.

Other interesting facts learned while testing the customised model of
YOLOv3 was objects needed to be moved around. If an object stays in the
same position for all the images, it will not be detected once it is moved. This
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was discovered while testing on a set of spheres. The initial training set con-
tained images where the position of the spheres did not move. It was found that
annotation files could be automated by copying the parameters in an annotated
file. Those parameters were then pasted into new text files that were attached for
the remaining training files. However, this method proved unsuccessful. Another
aspect that affects the model’s performance is when changes are made to the
background. This theory was tested by placing a sphere on a black mat. The
sphere was detected while on the table, but it was not when moved to the mat.
Furthermore, the bounding box for an object would disappear if anything went
near the item. This was another challenge to resolve. The robotic requires con-
sistent detection while reaching for the item. If the item is no longer detected
than the robotic arm may fail to grasp the item correctly. One way of resolving
this issue was including the robot hand near the item and around the item.

The current model was tested using a range of weights to determine which
one performed the best. From a visual perspective, 10k weights detect more
items and it also was more consistent. Furthermore, it also had the highest
accuracy percentage from all the test which was 85%. 30k weights gave the
model its’ second highest percentage at 83%. Nevertheless, it still struggles to
detect the table marker furthermost away on the left-hand side. It also does
not detect the robot hand consistently. Whereas, the other weights in the table
detected the robot hand consistently. However, their accuracy percentage was
also slightly less accurate with the lowest being 20k weights at 77%. Nevertheless,
the current model has shown that it is capable of detecting objects it has seen
(Table 3). Another positive result is that the current mode can detect up to 92%
of the items. It also can detect the hand while its moving better than it initially
could. However, some of the issues mentioned in the related worked section.
When the illumination changes, the detection rate drops to 46%. This refers
to inconsistent detection and tracking. This experiment exhibited many of the
challenges written about in the related work section. In addition to the challenges
presented from changes illumination, detection performance drops when viewing
objects from different angles. Video footage was taken with multiple cameras
from different positions. The main camera was able to detect the items from up
above, but only two of the three side cameras detected anything7. This project
also revealed how important annotating was and why there is a need for large
datasets. This is to say that the large dataset tries to encompass an extensive
range of scenarios. If the dataset contains these, the model can then begin to
generalise this information to unknown objects.

Table 3. Illumination impact

Labels Table Cylinders Prism Sphere Mislabels

With light 4/4 5/5 3/4 1/1 1

Reduced lighting 3/4 2/5 1/4 0/1 0

7 Available online https://www.youtube.com/watch?v=IzN3kp7eAuY, last accessed
on 25/04/2019.

https://www.youtube.com/watch?v=IzN3kp7eAuY
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Fig. 3. Object detection with (a) reduced lighting and (b) normal light

Figure 3 illustrate how much performance is reduced from illumination
changes. In the image above it can be seen that most of the objects are detected.
However in the second image the performance drops considerably. This is just
one example of how variations can impact classification.

5 Conclusions and Future Work

This project proposed a combination of techniques to replicate a pick and place
task using a robotic arm. YOLOV3, a state of the art detection algorithm, was
the central algorithm used for this work. More specifically, a customised version
of YOLOV3 was used, trained on over 2,000 training images. The assessment of
this model showed that it could detect up to 92% of the trained objects. However,
real-time results are inconsistent; therefore, this model can sometimes achieve a
higher percentage rating. Furthermore, detection in different angles along with
generalising objects classification was performed. Despitee these achievements,
the proposed methods for this project heavily depended on stable object detec-
tion and tracking which was not achieved. This was especially needed to imple-
ment the intended visual servoing practices. Consistent object detection of the
table was to be used to guide the robotic arm to find items using triangula-
tion. Unfortunately, the act of moving robotic arm created many fluctuations
that affected the appearance of the object. As a result, detecting and tracking
those objects was very inconsistent. It was also discovered that the weight for
the model made a significant impact on the model performance. Four tests were
conducted to discover the optimum amount of weights were needed. This assess-
ment highlighted that the model showed the best results at 10k weights. This
change to 10k would increase object detection accuracy to 85%. However, If the
number of weights was to decrease the model performance would reduce because
it is underfitted. In contrast, if the weights were too high, the model would be
overfitted. Both of these issues led to poor performance.

Therefore, at first glance we conclude that, although over 2,000 images were
annotated, stable object detection will require many more training samples.
However, this is far too time-consuming; therefore, other methods to achieve
this objective should be explored in future work. However, the most significant
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drawback to the proposed method was to require consistent detection of the cor-
ners for trajectory planning. A more straightforward solution would have been
to collect the coordinate of the location from one triangulation. This would have
solved the issue of inconsistent detection. Another potential solution could have
been to use object detection to identify if an object is on a designated spot. The
robotic arm could then react by reaching for the item. The implementation for
this process would be hard coded thus simplifying many of the issues that are
associated with visual servoing. Yet another alternative would be to implement
one-shot learning on a pre-trained neural network. This could be done using the
weights provided by YOLOv3 which would alleviate the tedious task of manual
pre-processing thousands of images. Additionally, it may be better to choose a
different method of visual servoing. Finally, off-the-shelf open source software
such as VISP exists that allows a user to form a spatial map, allowing for even
potential improvements to explore in future work.
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Abstract. In this paper is proposed an inclusion of the Social Force
Model (SFM) into a concrete Deep Reinforcement Learning (RL) frame-
work for robot navigation. These types of techniques have demonstrated
to be useful to deal with different types of environments to achieve a
goal. In Deep RL, a description of the world to describe the states and a
reward adapted to the environment are crucial elements to get the desire
behaviour and achieve a high performance. For this reason, this work
adds a dense reward function based on SFM and uses the forces in the
states like an additional description. Furthermore, obstacles are added
to improve the behaviour of works that only consider moving agents.
This SFM inclusion can offer a better description of the obstacles for the
navigation. Several simulations have been done to check the effects of
these modifications in the average performance.

Keywords: Robot navigation · Deep Reinforcement Learning · Social
Force Model · Dense reward function

1 Introduction

In Robotics research one of the most important task is improve the ability of a
robot to travel to a goal or destination. This ability depends on the challenging
that the environment can be, the information about the environment that the
robot can obtain and the algorithms which the robot uses to navigate. These
factors limit the applicability in most cases.

The situations that can be found in a navigation task are wide and very
complex. Different traditional methods have been developed based on potential
fields, forces, or other features to solve the task. Actually, one of the approaches
to get this purpose is to use Deep Reinforcement Learning techniques.
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These techniques have been used to teach the robot to take the correct actions
during navigation but it is difficult to achieve a good performance in complex
environments [25]. In the particular case of facing complex obstacles SFM can
be useful to describe the environment better and avoid them.

In the remainder of the paper, preliminaries and related work is presented in
Sects. 2 and 3. In Sect. 4 the problem formulation is exposed. Section 5 explains
a new type of reward based on Social Force Model and Sect. 6 presents the
simulations and the results. Finally, conclusions are discussed in Sect. 7.

2 Preliminaries

2.1 Social Force Model

For simulate pedestrians motion it is important to consider the physical forces
caused by the environment like friction forces to walk, gravity forces or forces in a
collision but it is equally important to consider the influence of other pedestrians
and obstacles in social rules to walk. For example, when a person who is walking
see an obstacle change the trajectory before be near the obstacle to avoid a
possible collision. In this process the obstacle does not apply forces to the person
but the person reacts as if a force exists.

This type of “virtual forces” that do not exist but can be a way to model the
social interactions are known as the Social Force Model [14]. This model simu-
lates the social interactions when a person walks to a determinate goal. There
are 2 types of forces in this model applied to an agent n(robot or pedestrian).
One is the attractive force to the goal, qgoal

n ,

f n(qgoal
n ) = k

(
v0
n(qgoal

n ) − vn

)
, (1)

where k is a constant, v0
n(qgoal

n ) is the preferred velocity to the goal and vn is
the current agent velocity. The second type of force is the repulsive force of an
obstacle or pedestrian z to an agent n,

f int
z,n = aze

(dz−dz,n)/bz d̂z,n, (2)

where az, bz, dz are parameters of the forces, dz,n is the distance between the
agent n and the obstacle or pedestrian z and d̂z,n is the unitary vector in the
direction defined by n and z, pointing to n. The resultant force applied to the
agent is:

Fn = f n(qgoal
n ) +

Z∑

z=1

f int
z,n. (3)

Several works have been developed using the SFM in order to get socially accept-
able trajectories for robots in diverse situations like side-by-side or approaching
tasks [7,8,20] adding elements to incorporate anisotropy or other goals.

In this work the forces are calculated only for the robot and the resultant
force is calculated only with the repulsive forces. The attractive force it’s only
used in a new type of reward.
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2.2 Optimal Reciprocal Collision Avoidance (ORCA)

Reciprocal Velocity Obstacle (RVO) and Optimal Reciprocal Collision Avoid-
ance (ORCA) are reactive methods to avoid collisions between moving agents
[2,26]. In ORCA, the current velocities and positions of all agents in an envi-
ronment are used to calculate the new velocities that all agents should have to
avoid all the possible collisions.

The advantage of this method is that the ratio of collisions is zero by defini-
tion because ORCA chooses the velocities to avoid collisions.

On the other hand, if an agent is not controlled by ORCA, it cannot be
guaranteed that the collision with this agent is prevented. For this reason, ORCA
is not very useful to control an agent like a robot that moves with independent
agents like people or animals. Additionally, ORCA has problems when an agent
has to avoid a concave obstacle. This problem limits the type of obstacles that
can be used in the simulations.

In this paper the RVO library with ORCA is used to simulate the environment
with agents and obstacles. The robot is controlled with ORCA in the Imitation
Learning steps to learn the basic movements to the goal.

3 Related Work

In this section, different works related to this paper are briefly described.

3.1 The Reward Shaping Problem

It is a very common problem in Reinforcement Learning tasks decide what type
of reward choose to improve the training process. This is known as reward design
or reward shaping.

Reward shaping is used to decrease the temporal credit assignment problem.
This occurs when the agent only receives reward in a goal that must achieve
and cannot use this information to know what are the best individual actions to
reach the goal.

Several forms of reward shaping can be used to handle the temporal credit
assignment [10,19,28]. It is difficult to get a proper reward that not get stuck
in local minima. In this paper it is proposed a different reward transforming a
sparse reward into a dense reward based in the SFM.

3.2 Navigation Based on Deep Reinforcement Learning

Supervised Learning techniques have been applied to predict the movements
of agents in a temporal horizon. For example, sequence models that use Long
Short Term Memory (LSTM) recurrent neural networks like Social LSTM [1] and
other [12,13] are capable to encode the Human-Robot interactions and Human-
Human interactions to improve the predictions. Other techniques are based in
generative models like Social-GAN [11] or SoPhie [21] that use pooling modules
and attention modules.
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This type of techniques offers very useful information in navigation tasks but
not take into account all the elements in navigation tasks like obstacles, actions,
kinematics or goals.

For cover a more general point of view in the robot navigation task, Rein-
forcement Learning techniques are a more suitable way to achieve a good per-
formance. Normally, these techniques use neural networks due to the very high
number of states to make the computation possible and, for that reason, in these
cases are Deep Reinforcement Learning techniques.

In particular, here it is used the Temporal Difference (TD) algorithm [22]
using a neural network to calculate the value function. The aim of this method
is to use the next prediction to actualize the current prediction before reach the
final state taking into account that the states are correlated. This method gives
very good results in areas like finance [27] and games [24].

Several works [4–6,17] for navigation have been developed using these meth-
ods to learn policies. Sometimes, these methods combine visual information to
improve predictions like PoliNet [15]. Another method [9] combines Probabilistic
Roadmaps and a RL based local planner to guide the robot for long-range indoor
navigation.

There are other works that use Imitation Learning approaches to learn poli-
cies [16,18,23]. In the Crowd-Robot Interaction (CRI) approach [3], in which
is mainly based the navigation in this paper, Imitation Learning is combined
with the Deep Reinforcement Learning task to obtain a policy (SARL) for robot
navigation. For Imitation Learning, the policy used to control all the agents is
ORCA. Deep V-learning algorithm is used in the Imitation Learning and Rein-
forcement Learning phases with a temporal-difference method, a fixed target
network and standard experience replay. In contrast with this work, in the CRI
approach obstacles have not been used in the training. It causes some problems
in the robot movement when obstacles are added to test the policy.

4 Problem Formulation

In this work, it is considered the same navigation task as in the CRI approach. A
robot navigates to a goal through an environment with n agents. The difference
is that there are obstacles considered too. The objective is to learn a policy to
decide the velocities for navigate to a goal avoiding the agents and obstacles with
a velocity close to a preferred value and taking socially acceptable trajectories.

The state of the robot is defined with s. The states of the agents are rep-
resented in w = [w1, w2...wn]. In this list of agents, obstacles are included too
like agents with velocity equal to zero. All these states are rotated to the robot
centred coordinate system with the x axe pointing to the goal. In this coordinate
system the states, which proceed from the CRI work, are this,

s = [dg, vpref , θ, r, vx, vy],
wi = [px, py, vx, vy, ri, di, r + ri],

(4)

where di = ||p − pi||2 is the robot’s distance to the agent i, dg = ||p − pg||2 is
the robot’s distance to the goal, p = [px, py] is the agent or obstacle position,
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v = [vx, vy] is the current velocity, vpref is the preferred velocity of the robot, θ
is an angle different to zero for non-holonomic kinematic cases, ri is the agent
or obstacle radius and r is the robot radius.

In this work it is used a second type of states that include a SFM descrip-
tion of the agents and obstacles introducing the repulsive forces f i = [fx, fy]
(described in Sect. 2.1) of each agent and obstacle applied to the robot. These
forces are included in the agent states and obstacle states. In the robot state
it is included the resultant force of all the agents and obstacles, F = [Fx, Fy].
These states are,

s = [dg, vpref , θ, r, vx, vy, Fx, Fy],
wi = [px, py, vx, vy, ri, di, r + ri, fx, fy].

(5)

The states for all the agents and obstacles are always known and used to calculate
the value function using a neural network and the Temporal Difference algorithm
of the CRI work [3]. With this value function the greedy policy is calculated,
which gives in this case the robot’s velocity (the optimal action) each timestep.

5 Social Force Model Reward

In this work two types of rewards are used to guide the robot to the correct
behaviour. The first reward is the reward used in the CRI approach [3]:

R =

⎧
⎪⎪⎨

⎪⎪⎩

−0.25 if dt < 0
0.25(−0.1 + dt/2) else if dt < 0.2
1 else if p = pg

0 otherwise

, (6)

where dt = di − r − ri, represents the distance between agents minus the radius
of the 2 agents.

The second reward is a dense reward based on the SFM described in Sect. 2.1.
This Social Force Model Reward takes into account the attractive force to the
goal and the repulsive forces of the agents and obstacles,

R =

⎧
⎪⎪⎨

⎪⎪⎩

−0.25 if dt < 0
Ae−Bdt else if dt < 0.2
1 else if p = pg

k − ||k(v − vpref )||2/2 − 0.0001dg otherwise

, (7)

where A = −0.03, B = 10 and k = 0.001. These values have been chosen looking
for rewards that are not very different from the first reward. The first term of
the reward is applied in collisions, the second term is applied when an agent
or obstacle is very near, the third term is applied if the robot get the goal and
the last term is equivalent to an attractive force that gives more reward if the
velocity is pointing to the goal and the robot is near to the goal. A variation of
this reward it is used in a version with a little temporal discount, −0.02(t− 10),
if t � 10 in the third term. This discount is chosen to be not very high and
taking into account the average time needed to reach the goal in the best cases.
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Fig. 1. First and second environment. In the first environment obstacles are separated.
In the second case, obstacles are joined into a concave barrier.

6 Experiments

In this section are described the environment used in the simulations, the metrics
to compare different versions, the results and the implementation details. No real
experiments have been conducted.

6.1 Simulation Environment

The environment in the simulations is created using gym and the RVO library
and plotted using matplotlib library like in the CRI work. It contains a robot
in an initial position (0,−4) and the robot’s goal in (0, 4). The agents and the
robot are represented like circles using the same radius.

The obstacles are squares whose side is equal to the diameter of the agents
and have an agent inside. This agent inside the obstacle has velocity zero and
gives the state’s information of the obstacle, wi. This is to achieve that the robot
be aware of the obstacle when is controlled by the SARL policy. The square
obstacle is generated to achieve that the agents controlled by ORCA distinguish
between agents and obstacles.

There are 5 types of environments that always contain 10 elements generated
randomly as agents or obstacles. In the first environment, shown in Fig. 1, the
agents are generated in a circumference with their goals in the opposite side.
The probability of generate an agent is 0.6 and 0.4 for an obstacle. The second
environment, shown in Fig. 1, has always 5 obstacles joined into a fixed concave
barrier and 5 agents in a circumference with their goals in the opposite side.
The other environments in Fig. 2 use combinations of the concave barrier and
barriers of 2 or 3 obstacles. In environment 3 the concave barrier can be in
different positions between the robot and the goal.
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Fig. 2. Other environments. Environments from the third to the fifth.

6.2 Metrics

In this section are explained the metrics used to measure the performance of the
navigation. These metrics are the same than in the CRI work.

– Success rate: This value measures the ratio of times that the robot reaches
the goal.

– Collision rate: This value measures the ratio of times that the robot collides
with agents or obstacles.

– Navigation Time: Time used for the robot to reach the goal. The maximum
time is 25 s.

– Total Reward: The average cumulative reward of all the episodes.

The most meaningful metrics are the success rate and collision rate because brief
on the most important features of the navigation task.
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Table 1. Test results. Average results obtained in the test evaluation after 500 episodes.
All these cases are obtained using only the two first environments.

Version Success rate Collision rate Navigation time Total reward

SARL(2 times) 0.96/0.97 0.02/0.01 10.85/11.77 0.3059/0.2850

SARL-SFM 0.91 0.03 11.83 0.2417

SARL-SFM2 0.86 0.02 11.92 0.2363

SARL-SFM3 0.93 0.01 11.27 0.2741

SARL-SFM4 0.90 0.00 11.61 0.2646

SARL-SFM5 0.96 0.03 11.69 0.2799

SARL-SFM6 0.96 0.03 11.25 0.2713

Table 2. Second test results. Average results obtained in the test evaluation after 1000
episodes using all the environments in training.

Version Success rate Collision rate Navigation time Total reward

SARL 0.901 0.001 10.54 0.3046

SARL-SFM6 0.893 0.004 10.88 0.2763

6.3 Quantitative Evaluation

In Table 1 the average results of a test using 500 episodes are exposed for the
different versions:

– SARL: The CRI approach without local map.
– SARL-SFM: With SFM reward and temporal discount in the reward.
– SARL-SFM2: With SFM reward.
– SARL-SFM3: With SFM reward but without concave barrier in training.
– SARL-SFM4: With SFM reward but k = 0.003 in the reward.
– SARL-SFM5: With forces included in the states and without SFM reward.
– SARL-SFM6: With forces included in the states and with the SFM reward.

In the Fig. 3 is shown the success rate for each type of training during the
validation. In Table 2 are shown the results of a second type of training with
only the SARL and SARL-SFM6 cases using all the environments.

6.4 Qualitative Evaluation

Comparing to the cases analysed in the CRI paper, in which there were only
5 moving agents without obstacles, this paper has proposed a more demanding
environment with 10 elements between agents and obstacles. Normally, with
the new environments in training, the robot does not get stuck because of the
obstacles and can surpass the concave barrier.
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Fig. 3. Validation graphic. This graphic shows the validation results for the success
rate each 1000 episodes of the first type of training.

In spite of the fact that the robot faces better the obstacles, there are some
cases where the robot is very slow avoiding the concave barrier. If there are not
agents moving in the environment the robot gets stuck with the concave barrier.

In Table 1, results obtained are, in general, worse than in the CRI paper
because of the more challenging environment and the best success rate is
obtained without the SFM reward. Comparing the SARL-SFM2 to SARL-SFM3,
although the success rate is better in SARL-SFM3, in SARL-SFM2 the robot get
stuck fewer in the concave barrier episodes. For this reason, the concave barrier
can be useful in the training phase.

In the SARL-SFM4, k is 3 times bigger to increment the rewards and the
influence of the attractive effect to the goal and there is not temporal discount.
This causes a worse performance than the SARL-SFM case.

Although the test results are better in the SARL case, the training progres-
sion is not equal for all the cases. This can be observed in Fig. 3. For example,
in the SARL-SFM3 the validation applied after 7000 episodes of training gives
a success rate of 0.98. In SARL-SFM5, this success rate after 4000 episodes is
0.89, while in the SARL case was only 0.66. In the SARL-SFM case the success
rate is always smaller than the SARL success rate.

The 2 last cases, SARL-SFM5 and SARL-SFM6, combine the SFM reward
with the new states and offers better results that cases with only SFM reward.
The convergence is faster in the first part of the training than the SARL case
and the performance in test is more or less the same. These results suggest that
the training progression is faster introducing the forces in the states and the
oscillations in training are reduced.
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In Table 2 all the environments are used in the training and the performance
of the robot facing obstacles improves only a little in the SARL and SARL-SFM6
cases. There are more or less a 10% of cases where the robot get stuck and these
cases normally occur in environments that only contain obstacles.

6.5 Implementation Details

For the implementation, the robot is visible for the agents and the different
versions that are compared do not use the local map of the CRI work. The
neural network is the same as the network used in the CRI approach. It is only
changed the input layer in the first multilayer perceptron (MLP) and the input
layer in the last MLP to use the new states proposed in this paper. In the states,
the parameters of the repulsive forces described in Sect. 2.1 are az = 1, dz = 0
and bz = 1. This choice offers inputs neither too big nor too small to the neural
network.

In the optimization task it is used the Stochastic Gradient Descent method
with momentum 0.9. The batch size is 100.

For imitation learning, 3000 episodes are collected using ORCA for the robot
and the policy is trained with 50 epochs and learning rate 0.01. In this phase,
the environment is the one without the concave barrier in all cases.

For reinforcement learning, the learning rate is 0.001, the discount factor is
0.9, the number of episodes is 10,000 and the policy used is the ε-greedy policy of
the CRI work. Each 1000 episodes there is a validation phase with 100 episodes.
At the end of the training there is a test phase with 500 episodes. In Table 1,
the environment used for the reinforcement learning phase of the training, the
validation phase and the test phase is randomly chosen each episode between
one of the two first environments with probabilities 0.7 for the first environment
and 0.3 for the second one. In Table 2, the environments used in reinforcement
learning are a total of 4, from the second to the fifth, with probabilities 0.25, the
number of training episodes is 15,000 and there are 1000 test episodes.

The work assumes holonomic kinematics and the same action space that is
used in CRI work. The implementation has been developed in PyTorch and the
simulations have been launched in a Tesla K40c GPU.

7 Conclusion

In this work, 3 modifications have been done in order to check the changes in
the performance of the SARL policy, designed in the CRI approach.

Firstly, the environment has been expanded through obstacles to improve
the robot’s behaviour when faces them. This type of modification has slightly
improved the robot behaviour but there are still some problems when the robot
faces only obstacles and a better description of the environment or a different
neural network would be required.

Secondly, the reward signal has been modified taking account the SFM. This
type of modification has caused overall worse results in the navigation perfor-
mance reducing the success rate and increasing the collision rate. In spite of this



Effects of a SFM Reward in Robot Navigation Based on Deep RL 223

problem, the convergence improves in the first 5000 episodes. This better initial
convergence could be caused because the algorithm has additional information
in the first part of the training.

Finally, the last modification has been the inclusion of the repulsive forces
in the agent states and the resultant force in the robot state. This modification
has not produced notable changes but it appears that the convergence is faster
in the first 5000 episodes. It also makes the test results very much independent
of using SFM reward, palliating its negative effect.

To sum up, this approach offers a way to slightly accelerate the convergence
in the TD learning for navigation tasks. For better results in the performance
of the policy are suggested as future work, forms of reward shaping, other RL
algorithms like Policy Gradients, more prediction information of the environment
like in Social GAN work [11] and mix the RL algorithms with a global planner [9].
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Abstract. Natural human-robot interaction requires robots to link
words to objects and actions through grounding. Although grounding
has been investigated in previous studies, not many considered ground-
ing of synonyms and the majority of employed models only worked
offline. In this paper, we try to fill this gap by introducing an online
learning framework for grounding synonymous object and action names
using cross-situational learning. Words are grounded through geometric
characteristics of objects and kinematic features of the robot joints dur-
ing action execution. An interaction experiment between a human tutor
and HSR robot is used to evaluate the proposed framework. The results
show that the employed framework is able to successfully ground all used
words.

Keywords: Language grounding · Cross-situational learning ·
Human-robot interaction

1 Introduction

The number of service robots that are employed in complex and human-centered
environments instead of factories is constantly growing [14], thereby bringing us
closer to a future in which robots are an essential part of everyday life. To
enable robots to efficiently collaborate with human users in their daily life, they
must be able to converse in natural language and understand the instructions
of a user so that they execute the desired actions appropriately, such as bring a
drink or pick up a box [15]. Understanding natural language instructions is non-
trivial and requires connections between symbols, i.e. words, and their meanings.
In theory, the latter can be provided by relating unknown symbols to other
symbols. However, if the meaning of the other symbols is not known, they do
not provide meaning to the unknown symbol. This problem is called the “Symbol
Grounding Problem” and was first described by Harnad [12]. The main idea is
that abstract knowledge and language only becomes meaningful, when it is linked
to the physical world, which can be done by creating mappings from words to
corresponding percepts. However, not all words need to be directly grounded
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through percepts because they can be indirectly grounded by being linked to
directly grounded words.

There exist many different grounding approaches. She et al. [26] investigated
the use of a dialog system for grounding of higher level symbols through already
grounded lower level symbols. While it can be used as an additional grounding
mechanism, its usefulness is limited due to the need for a sufficiently large set of
grounded lower level symbols. Additionally, the system requires a professional
tutor to answer its questions, who might not always be available and increases the
cost to obtain new groundings. The latter problem also constraints the applica-
bility of the Naming Game, which allows an agent to quickly learn word-percept
mappings, if another agent is present and knows the correct mappings [30]. To
ground manipulation actions in an unsupervised manner, i.e. without the need
for a tutor, cross-situational learning (CSL) can be used, which assumes that one
word appears several times together with the same perceptual feature vector so
that a corresponding mapping can be created [11,27,29].

The basic idea of CSL is that the context a word is used in leads to a num-
ber of candidate meanings, i.e. mappings from words to percepts, and that the
correct meaning lies at the intersection of the sets of candidate meanings [9,19].
Thus, the correct mapping between a word and its corresponding percepts will
reliably reoccurs across situations [2,28]. Previous studies investigated the use
of cross-situational learning for grounding of objects and actions [10,32] as well
as spatial concepts [1,5,33]. In all studies, grounding was conducted offline, i.e.
perceptual data and words were collected in advance, which prevents their mod-
els from being used in real-time human-robot interactions. Additionally, the
employed models were not able to handle ambiguous words, although, the sen-
tences humans produce are often ambiguous due to homonymy, i.e. one word
refers to several objects or actions, and synonymy, i.e. one object or action can
be referred to by several different words. The latter do not need to be true syn-
onyms, i.e. words that refer to the exact same meaning, especially, since there are
no true synonyms according to the “Principle of Contrast” [3]. Instead, words
are only synonyms as references to an object or action in a particular set of
situations. Examples are words that refer to the purpose or content of an object,
instead of the object itself, such as: coca cola or lemonade instead of bottle.
One recent study showed that grounding of unknown synonyms, i.e. synony-
mous words of previously encountered words that have not been encountered
before, requires the use of semantic and syntactic information [21]. However, in
a different study Roesler et al. [20] showed that known synonyms, i.e. synonyms
that have been encountered in previous situations, do not require semantic or
syntactic information. Since all words used in this study appear in several situ-
ations, the employed online grounding mechanism does not use any semantic or
syntactic information to ground synonyms.

In this paper, we propose a novel grounding framework for grounding of syn-
onymous object and action words. More specifically, we present an unsupervised
learning model that uses cross-situational learning to map words to correspond-
ing percepts so as to infer the meaning objects and actions. In the conducted
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studies objects and actions are described by geometric characteristics and kine-
matic features of the robot joints during action execution, respectively. In the
framework obtained percepts are first converted to an abstract representation
through clustering and then provided to the cross-situational learning algorithm
to ground the encountered natural language instructions.

The rest of this paper is structured as follows: Sect. 2 provides an overview
of the employed grounding framework. The experimental design and obtained
results are described in Sects. 3 and 4. Finally, Sect. 5 concludes the paper.

2 System Overview

The used grounding system consists of four parts: (1) 3D object segmentation
system, which segments objects into point clouds to determine their geometric
characteristics, (2) Action recording system, which records the state of several
joints while the robot is executing actions to create action feature vectors, (3)
Percept clustering component, which clusters the different percepts to obtain an
abstract representation of percepts, and (4) Cross-situational learning compo-
nent, which maps percepts to words. The inputs and outputs of the individual
parts are highlighted below, and described in detail in the following subsections.

1. 3D object segmentation:
– Input: Point cloud data.
– Output: Geometric characteristics of objects.

2. Action recording:
– Input: Changes of joint states during action execution by the robot.
– Output: Action feature vectors representing the executed actions.

3. Clustering of percepts:
– Input: Geometric object characteristics and action feature vectors.
– Output: Cluster numbers of percepts.

4. Cross-situational learning:
– Input: Natural language instructions and cluster numbers of percepts.
– Output: Word to percept mappings.

2.1 3D Object Features

Many different approaches for 3D point cloud segmentation have been investi-
gated in the literature [17]. Edge based methods detect points with fast intensity
change to segment point clouds into regions using the detected points as bound-
aries [23]. Although these methods are fast, they are also highly sensitive to noise.
Region based methods combine neighbouring points that have similar properties
into regions [16]. These methods are less sensitive to noise, but also not good at
determining exact region borders. Attributes based methods cluster point clouds
through predefined attributes, such as point density and vertical distribution [7].
They can achieve a high accuracy and flexibility, however, they are often also
slow and the overall performance depends heavily on the quality of the selected
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Fig. 1. Examples of the used objects and the corresponding 3D point cloud information:
(A) car, (B) bottle, and (C) cup.

attributes. Graph based methods represent point clouds through a graph, where
each point represents a vertex connected via edges to neighbouring points [31].
While these methods can handle noise and uneven density, they can often not be
run in real time. Model based approaches create clusters of points with similar
mathematical representations based on geometric criteria [24]. They can handle
outliers and are fast, but cannot handle point clouds from different sources.

In this study, a fast and reliable unsupervised model based segmentation
approach is used to segment objects lying in a plane into separate point clouds
without the need for much prior knowledge, such as object models or the num-
ber of regions to process [4]. The applied model detects the major plane in the
environment, which is a tabletop in the conducted experiment, via the RANSAC
algorithm [8], and keeps track of it in consecutive frames, while it defines planes
that are orthogonal to the major plane and touch at least one border of the
image as wall planes. After filtering out points that belong to the main or wall
planes, it voxelizes the remaining points and clusters them into blobs repre-
senting object candidates. Blobs that are neither extremely small nor large are
treated as objects1. Each point cloud of a segmented object is characterized
through a Viewpoint Feature Histogram [22] descriptor, which represents the
object geometry taking into consideration the viewpoint, while ignoring scale
variance. Figure 1 provides an illustrative example of the obtained 3D point
cloud information.

2.2 Action Features

The dynamic characteristics of actions during execution through teleoperation
are represented through action feature vectors. Overall, five different character-
istics, which represent possible subactions, are recorded through the sensors of
the robot [34]. The used characteristics are:

1 The threshold for the blob size was manually set after selecting the objects for the
experiment and should be suitable for all objects of similar size.
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1. The distance from the actual to the lowest torso position in meters.
2. The angle of the arm flex joint in radians.
3. The angle of the wrist roll joint in radians.
4. Velocity of the base.
5. Binary state of the gripper. (1: closing, 0: opening or no change)

They are then combined into the following vector
⎛
⎜⎝

a1
1 a2

1 a3
1 a4

1 a5
1

...
...

...
...

...
a1
6 a2

6 a3
6 a4

6 a5
6

⎞
⎟⎠

where a1 represents the difference of the distances from the lowest torso position
in meters, while a2 and a3 represent the differences in the angles of the arm
and wrist in radians, respectively. The differences are calculated by subtracting
the value at the beginning of the subaction from the value at the end of the
subaction. a4 represents the mean velocity of the base (forward/backward), and
a5 represents the binary gripper state. Each action is characterized through
six manually defined subactions. Therefore, if an action consists of less than
six subactions, rows with zeros are added at the end, while the duration of a
subaction depends on the teleoperator and is thus not fixed.

2.3 Clustering of Percepts

The CSL algorithm (Sect. 2.4) requires percepts to be converted to an abstract
representation that can then be used to ground natural language. The abstract
representation is obtained through clustering. In this study, DBSCAN is used,
which is a density-based clustering algorithm proposed by Ester et al. [6], because
it does not require the number of cluster specified in advance2. Instead, it deter-
mines the number of clusters automatically, while only requiring two parameters,
i.e. the radius ε and threshold minSamples. All points within the radius ε of a core
point are assigned to the same cluster as the core point. Core points are points
that have more than minSamples points within radius ε around them [25]. Clus-
ter numbers were calculated prior to grounding so that they could be provided
to the CSL algorithm. The obtained object and action feature vector clusters
achieved adjusted rand scores [13] of 0.89 and 0.97, respectively.

2.4 Cross-Situational Learning

The idea of CSL has lead to the development of a variety of algorithms that
realize CSL in different ways, e.g. through the use of probabilistic models [1,21],
for grounding of words through percepts in artificial agents. This section proposes
a novel online CSL algorithm for grounding of words, which employs CSL in a
way that, to the best of our knowledge, has not been proposed or used before.

2 The used DBSCAN implementation is available in scikit-learn [18].
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Algorithm 1 . The grounding procedure takes as input all words (W ) and
percepts (P) of the current situation as well as the sets of previously obtained
word-percept (WP) and percept-word (PW ) pairs and returns sets of grounded
words (GW ) and percepts (GP ).
1: procedure Grounding(W, P, WP, PW )
2: Update WP and PW using W and P
3: for j = 1 to word number do
4: Save highest WP to GW
5: end for
6: for j = 1 to percept number do
7: Save highest PW to GP
8: end for
9: return GW ∪ GP

10: end procedure

Initially, the set of grounded words (GW ) and percepts (GP) is empty. For
each situation the algorithm takes the obtained perceptual information and uses
it together with the perceptual information of all previous situations to ground
the words of all encountered instructions. Before the actual grounding procedure,
phrases are detected and auxiliary words are discarded by checking a predefined
dictionary3. Afterwords, a set of percepts WP is created for each word, in which
each percept is saved with a number that indicates how often it occured together
with that word. The same is also done for percepts, i.e. for each percept a set
of words PW is created. Then, the highest word-percept pair is determined and
saved to the set of grounded words GW. All other word-percept pairs the word is
part of will not be considered for the selection of the next highest word-percept
pair during the next iterations because it is already grounded. Additionally, the
percept that was used to ground the word will not be available to ground any
other words. These restrictions are applied until all percepts have been used for
grounding once. If there are still ungrounded words left, all percepts will become
again available for grounding, until all words have been grounded. This last step
is necessary to ground synonyms. After all words have been grounded the same
process is repeated for percept-word pairs to assign synonymous percepts to
the same word. Finally, the sets of grounded words and percepts are merged.
Algorithm 1 summarizes the grounding procedure.

3 The used instructions contain only the article the as an auxiliary word, i.e. a word
that has no corresponding percept, and eight phrases, e.g. lord of the ring or lift up.
In this study, two manually predefined dictionaries were used to identify them, while
we will investigate to create the dictionaries automatically and in an unsupervised
manner during grounding, in future work.
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3 Experimental Setup

A human tutor and HSR robot4 are interacting in front of a tabletop. One of the
five different objects {bottle, cup, box, car, and book} is placed on the table
(Figs. 1 and 2). Each of the objects can be referred to by five different names as
shown in Table 1. During the experiment the robot performs five different actions
on each object (Fig. 2), where each action can be described by two different names
as illustrated in Table 2.

Fig. 2. Illustration of action lift up executed by the robot in a tabletop scene.

Table 1. Overview of the objects with their corresponding synonyms.

Object Synonyms

Bottle coca cola soda pepsi coke lemonade

Cup latte milk milk tea coffee espresso

Box candy chocolate confection sweets dark chocolate

Car audi toyota mercedes bmw honda

Book harry potter the godfather narnia lord of the rings the hobbit

A total of 125 different sentences are given to the robot by the human tutor in
order to allow it to ground object and action names using the recorded perceptual
data. Each sentence consists of either two or three words and has one of the
following two structures: “action the object” or “action object”, respectively5,
where action and object are substituted by the corresponding names (Tables 1
and 2).

4 The Human Support Robot from Toyota, which is used for the experiment, can move
omnidirectional and has a cylindrical shaped body with one arm and gripper. It has
11 degrees of freedom and is equipped with a variety of different sensors, such as
stereo and wide-angle cameras. [Official Toyota HSR Website].

5 The latter is only used for sentences with the book object. For example: “lift
up harry potter” represents the structure “action object”, while “lift up the
lemonade” represents the structure “action the object”.

http://www.toyota-global.com/innovation/partner_robot/family_2.html
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The experimental procedure consists of three phases as described below:

1. Collection of semantic and perceptual information for the different situations.
(a) An object is placed on the table and the robot determines its geometric

characteristics so as to calculate its feature vector (Sect. 2.1).
(b) A sentence is given by the human tutor to the robot and the robot

executes the given action through teleoperation while several kinematic
characteristics are recorded and converted into an action feature vector
(Sect. 2.2).

2. Clustering of perceptual information (Sect. 2.3).
3. The CSL algorithm is used to ground words using the geometric characteris-

tics of objects and the action feature vectors (Sect. 2.4).

Table 2. Overview of the used actions.

Synonym 1 Synonym 2 Description

lift up raise The object will be lifted up

grab take The object will be grabbed, but not displaced

push poke The object will be pushed with the closed
gripper i.e. it will not be grabbed

pull drag The object will be grabbed and moved towards
the robot

move shift The object will be grabbed and moved

Fig. 3. Cross-situational learning results showing the number of correct and false map-
pings for all 125 situations encountered by the robot.



A CSL Based Framework for Grounding of Synonyms in HRI 233

Fig. 4. Illustration of correct word mappings for all words used in this study. The figure
shows all 125 situations encountered by the robot.

4 Results and Discussion

The employed cross-situational learning algorithm is able to successfully ground
all 35 words, used in this study, through their corresponding percepts. Figure 3
shows that during the first situations most created mappings are false because
the algorithm has not much data available. After 7 situations the number of
correct mappings is for the first time higher than the number of false mappings,
which does not change for the rest of the experiment. However, after 19 situations
the number of correct mappings plateaus for nearly 50 situations before it finally
increases until all words are correctly grounded. This behavior is caused by the
fact that no new words are encountered so that the number of correctly grounded
words can not increase over 20. Additionally, the number of false mappings varies
between one and three. This constant variation in the number of false mappings
is due to information from new situations. Figure 4 shows all words and whether
there are grounded for each encountered situation. For most of the words, once
they are correctly grounded their mapping does not change anymore, while only
in a few cases, e.g. for raise or poke, a previously correctly grounded word is at a
later time incorrectly mapped. Overall it takes 125 situations until all words are
grounded successfully, while there is still one false mapping for the word raise
to the percept of box.

5 Conclusions and Future Work

We investigated a multimodal framework for grounding synonymous object and
action names through the robot visual perception and proprioception during its
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interaction with a human tutor. Our cross-situational learning model was set
up to learn the meaning of object and action names using geometric character-
istics of objects obtained from point cloud information and kinematic features
of the robot joints recorded during action execution.

The proposed model allowed the grounding of synonyms through real per-
cepts without the use of any syntactic or semantic information. However, it
relies on a manually defined dictionary to identify auxiliary words and phrases.
Additionally, only a small number of words and very simple sentences have been
used.

In future work, we will consider automatic identification of phrases and aux-
iliary words. Furthermore, we will obtain grounding results for longer and more
complex sentences that contain a larger number of words. Finally, we will extend
the model so as to include other modalities such as color.
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Abstract. Considering human’s emotion in different applications and
systems has received substantial attention over the last three decades.
The traditional approach for emotion detection is to first extract differ-
ent features and then apply a classifier, like SVM, to find the true class.
However, recently proposed Deep Learning based models outperform tra-
ditional machine learning approaches without requirement of a separate
feature extraction phase.

This paper proposes a novel deep learning based facial emotion detec-
tion model, which uses facial muscles activities as raw input to recognize
the type of the expressed emotion in the real time. To this end, we first
use OpenFace to extract the activation values of the facial muscles, which
are then presented to a Stacked Auto Encoder (SAE) as feature set.
Afterward, the SAE returns the best combination of muscles in describ-
ing a particular emotion, these extracted features at the end are applied
to a Softmax layer in order to fulfill multi classification task.

The proposed model has been applied to the CK+, MMI and RAD-
VESS datasets and achieved respectively average accuracies of 95.63%,
95.58%, and 84.91% for emotion type detection in six classes, which out-
performs state-of-the-art algorithms.

Keywords: Facial Emotion Recognition · Facial Muscles Activity ·
Stacked Auto Encoder · Facial Action Units

1 Introduction

For the last two decades we have been started to use different smart devices and
applications in our daily life, robots are going to be used in our shops [5], schools
and hospitals [22]. However, lots of them lose their favor by losing novelty effect.
Haag et al. [10] argued the communication between humans and systems can
improve by considering emotions as an additional interaction modality. Mean-
while researchers showed the systems which recognize and respond to human’s
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 237–249, 2020.
https://doi.org/10.1007/978-3-030-36150-1_20
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Fig. 1. General Facial Emotion Recognition approaches.

emotions are more caring, likable, supportive and trustworthy [2]. Hence, recog-
nizing human’s emotion became an important topic to study.

Emotion detection is the ability to recognize another’s affective state, which
typically involves the integration and analysis of expressions through different
modalities, like facial expression, speech, body movements and gestures [3]. Since
55% of human emotions are conveyed by facial expression [17], Facial Emotion
Recognition (FER) is the most investigated method for human emotion recog-
nition task.

FER contains two main parts, facial expression analysis and facial behavior
analysis, as shown in Fig. 1. Facial expression analysis carried out via two main
approaches, feature extraction and Action Unit (AU) detection. The feature
extraction approaches proceed on by detecting face region and facial components,
e.g., eyebrows, eyes, nose and mouth from an input image. Then two different
types of features are extracted: geometric and appearance features. Geometric
features represent the positions of salient points of the face, e.g., ends of the
eyes, end of the nose, mouth and the shape of the facial components, while
appearance features represent the text variations of the face, e.g., color, edge
density, crinkles, and wrinkles [28]. Finally, the pre-trained machine learning
classifier attempts to classify the given face as portraying one emotion [12].

The AU detection methods, however, are independent of facial appearance
and analyse facial muscles movements by tracking AUs. Each AU indicates fun-
damental movements of a single or a group of muscles1. Through facial expres-
sion of different emotions, different combinations of AUs are activated. Ekman [9]
defined the Facial Action Coding System (FACS), which encodes the movements
of AUs to describe human facial movements and converts the detected AUs to the
corresponding emotion. An important advantage of the AU detection methods is
that they remove the need of analysing complex high-dimensional features [24].

1 https://imotions.com/blog/facial-action-coding-system/.

https://imotions.com/blog/facial-action-coding-system/
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Facial behavior analysis is the other way to perform FER. Cohn et al. [4]
proposed two conceptual approaches for studying the facial behavior: “message-
based” approach and “sign-based” approach. Message-based approaches cate-
gorize facial behaviors as the meaning of expressions and are widely used by
psychologists. Message-based methods can be divided into discrete categorical
and continuous dimensional methods. Discrete categorical methods assign an
expression to one of pre-defined prototypical categories, including six basic emo-
tions proposed by Ekman [8] like anger, disgust, fear, happiness, sadness, and
surprise, while continuous emotional methods describe each facial expression by
continuous axes, such as arousal and valence [30].

Sign-based approaches, however, describe facial actions regardless of their
meaning, and different expressions are classified based on the activated AUs
[19]. Indeed, sign-based approaches are similar to AU detection approaches.

Since sign-based algorithms are trained to detect activated AUs in a given
image or video to recognize the emotion, the sign-based FER problems can be
transformed into the problem of activated AU detection [25]. Hence, applying
a proper toolkit, like OpenFace [1] the activation values of facial AUs can be
obtained and used for model training for emotion detection. However, as Du
et al. [6] showed, determining the exact combination of activated AUs in each
emotion is difficult. Thereby, the main contribution of this study is finding the
most pivotal activated AUs in each emotion. To this end, we developed a Stacked
Auto Encoder (SAE) deep network on the statues of 15 facial AUs to extract the
high-order features of the input data that is not possible to obtain by humans.
Given automatic extracted features, we added a Softmax layer to full-fill the
classification task.

The remain of this paper is structured as follows: Sect. 2 presents a review
on previous work. The proposed model is illustrated in Sect. 3. Section 4 demon-
strates the experimental results. Finally, Sect. 5 concludes this paper.

2 Related Work

Originally classical machine learning algorithms such as Bayesian Networks [18],
Gaussian Mixture Models [26], Hidden Markov Models [23], and Neural Networks
[29] have been applied to detect expressed facial emotions. The quality of the
training data, e.g., image resolution, face view angle and also the way emotions
are labeled, strongly influences the results of the training algorithm and is the
main obstacle for classical FER algorithms.

In contrast, promising results of neural network methods and deep learning
(DL) based approaches in comparison with classical machine learning algorithms,
caused to propose numerous DL based FER methods in the research community.
Emergence of deep learning as a general end to end learning approach dispels
handcraft feature detection problem too [7].

There are two approaches in FER, one which does not use the input’s tem-
poral information so called frame-based, and the other, which uses the temporal
information of images and is known as sequence-based. The input in frame-based
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approaches is an image without a reference frame, while the input in sequence-
based approach is a sequence of one or more frames [13]. Since our proposed
model categorizes as frame based, in this section we focus on the state-of-the-art
algorithms of the frame-based methods.

Pitaloka et al. [21] used a Convolutional Neural Network (CNN) based
method to recognize 6 basic emotions. The proposed method comprises of 5
layers including two sets of convolution layer, two max-pooling layers and a fully
connected layer for classification. After pre-processing, the input image is fed to
the first convolution layer to extract features like edges, corners and shapes. The
output image then is passed to the first max-pooling layer to reduce the image
size. The compact image then is sent to the second convolution layer to obtain
higher order features and afterward is passed to the second max-pooling layer
to reduce the final output size. The fully connected layer at the end, classifies
the output image into one of the six basic emotions. However, the performance
of the proposed algorithm decreases when the dimension of images is increased
regarding to the complexity of the high dimensional images.

Liu et al. [14] proposed a sign-based deep neural network architecture called
AU-aware Deep Networks (AUDN) in order to investigate the effect of AUs in
emotion recognition. The proposed AUDN includes three sequential modules.
In first module a convolution layer stacked by a max-pooling layer generates a
complete representation of all expression-specific appearance variations. Then
in the second module, an AU-aware receptive field layer searches the subsets
of the over-complete representation to find the best simulating of the combina-
tion of the AUs. The third module consists of multilayer Restricted Boltzmann
Machines (RBM) to learn hierarchical features. Once the features obtain, a linear
SVM classifier is applied to recognize the six basic emotions. However, AU-aware
layers, in second module, are not able to detect all FACS in images.

Although different state-of-the-art algorithms are proposed in the field of
FER, emotion detection has remained a challenging problem in computer vision.
In this study, we propose a new SAE-based model to cope with the challenge of
the FER in two steps. In the first step, the proposed SAE aims at extracting the
most pivotal AUs and in the next step these extracted AUs are applied to the
categorical Softmax classifier to detect six basic emotions. Next section details
the proposed model.

3 Proposed Model

According to the sign-based FER approaches, one way to recognize facial emo-
tion expression is detecting the status of all individual AUs and then analyzing
combinations of activated AUs. For example, if a face has been analyzed as hav-
ing activated AU5, and AU26, a properly trained algorithm should classify it as
expressing “surprise”. However, Du et al. [6] showed that encoding the activated
AUs into a specific emotion is difficult, if the expressed emotion is a mixture
of several emotions. For instance, when some one is surprised by a good news
all AUs related to both happiness and surprise can be activated, however, if be
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Table 1. The list of applied Action Units and related emotions. The pivotal AUs of
each emotional state obtained by proposed model are indicated by sign ∗, and the
pivotal AUs obtained by [6] are indicated by +.

No AU Description Happiness Sadness Fear Anger Surprise Disgust

1 AU01 Inner Brow Raiser ∗ ∗+ +

2 AU02 Outer Brow Raiser ∗ ∗+
3 AU04 Brow Lowered + + ∗+
4 AU05 Upper Lid Raiser ∗
5 AU06 Cheek Raiser ∗ ∗
6 AU07 Lid Tightener +

7 AU09 Nose Wrinkle ∗+
8 AU10 Upper Lip Raiser ∗+
9 AU12 Lip Corner Puller ∗+
10 AU15 Lip Corner Depressor ∗+
11 AU17 Chin Raiser ∗ +

12 AU20 Lip Stretcher ∗+
13 AU23 Lip Tightener ∗
14 AU25 Lip Part + ∗+ +

15 AU26 Jaw Drop ∗ ∗+

shocked of an online scam, the AUs related to sadness, anger and surprise can
be activated at the same time. This ambiguity of emotion expression makes the
FER a challenging task.

The SAE is able to extract higher order features and detect relations between
AUs, which is not possible by human experts or conventional machine learning
techniques, therefore, we used a SAE deep network to extract the most effective
combinations of AUs in each emotion and used them as the feature set to train
our classifier. Figure 2 shows the overall scheme of our proposed model for emo-
tion type detection task. Also the list of the applied AUs is shown in Table 1.
The next subsections explain principles of the SAE and the architecture and
methodology of the developed deep SAE for emotion type detection.

3.1 Principals of the Stacked Auto Encoder

A SAE is a deep neural network consisting of several hidden layers in which
the output of each layer is imposed as input to the next layer. By inner layers
higher order features, i.e., those are not easily possible for humans to craft, are
obtained. Equation 1 gives the encoding step for kth layer.

ak+1 = F (ωkak + bk), (1)

where F is the activation function, e.g., sigmoid or Rectified Linear Unites
(ReLU), ω and b are corresponding weight vector and bias value to the units
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Fig. 2. OpenFace is able to read both images and videos and returns the activation
value of different AUs. Passing AU values to SAE, abstracted features are obtained,
which by feeding to a Softmax classifier the type of emotion, which AUs are showing
is obtained.

Table 2. The architecture of the applied SAE neural network for six class classification
task.

Layer Input size Output size

Dens layer (ReLU) 30 × 1 70 × 1

Encoder Dens layer (ReLU) 70 × 1 70 × 1

Dens layer (ReLU) 70 × 1 70 × 1

Dens layer (ReLU) 70 × 1 70 × 1

Decoder Dens layer (ReLU) 70 × 1 70 × 1

Dens layer (sigmoid) 70 × 1 10 × 1

Fully connected Classifier (Softmax) 10 × 1 6 × 1

of kth layer. The decoding step is given by running the decoding stack of each
AE in reverse order as shown in Eq. 2.

an+k+1 = F (ωn−kan+k + bn−k), (2)

where an contains the information of interest and is the activation of the deepest
layer of hidden units. Applying the input values as output values, the SAE
will learn the high-order, i.e., low dimension features of input values at the
layer n. This vector gives a representation of the input in term of higher order
features, which can be used for classification problems by feeding an to a Softmax
classifier. After training the SAE, the encoder part of the network is saved and
the activation values of the last layer are imposed to the classification layer,
which uses a Softmax activation function to include more than two classes.

3.2 SAE Architecture for Emotion Type Detection

Table 2 shows the architecture of the proposed SAE for emotion detection. We
used OpenFace to extract the AU values of training data. The activation values of
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Table 3. State-of-the-art algorithms in FER over CK+ and MMI datasets.

Authors Approach Emotions Feature

extraction

Model Datasets Train and

test

Accuracy (%)

Hasani et al. [11] Sequenced 7,6 AAM CNN, CRF CK+, MMI 80% train,

10% test

93.0, 78.6

Zhao et al. [31] Sequenced 6 LBP, Gabor

multiorien-

tation

SVM CK+, MMI Leave one

out

93.9, 71.9

Table 4. Number of samples for each emotion class in two datasets.

Anger Disgust Fear Happiness Sadness Surprise Total

CK+ 45 59 25 69 28 83 309

MMI 32 28 28 42 32 41 203

15 different AUs, in both regression and binary scale, are presented by a 30 × 1
vector and imposed as an input to the developed SAE, where the regression
values of AUs are normalized between 0 to 1. The extracted features from SAE
are in the shape of a 10 × 1 vector, which are applied to the Softmax layer.
Imposing the abstracted features vector into the Softmax layer, an original input
data is classified into one of the six different basic emotion classes.

By applying 2D grid search, the hyper parameters of the SAE, e.g., learning
rate and dropout are selected optimally in the learning process. The number of
epochs and batch size are set as 200 and in the fully connected layer, “Adam”
is used as optimizer and “Softmax” is used as supervised categorical classifier.
Reconstructing the obtained features from SAE revealed the most pivotal AUs
in each emotion as shown in Table 1.

4 Verification and Results

To verify the accuracy of the proposed model we applied it to three well-known
datasets and compared obtained results with the results from two state-of-the-
art methods, which showed convincing performance on these datasets. Table 3
summarizes two baselines. One of the baseline methods used a convolutional
neural network, while the other used a SVM method. Since the training and
testing approach and the used datasets are different for baselines, we defined
different experiments to be in align with compared method. However, as both
baselines used confusion matrix to show the accuracy of their model, we also
showed the accuracy of our model by confusion matrix. In following we first
review the applied datasets, then the comparison between proposed model and
baselines are discussed through different experiments. For easiness of read in next
subsections happiness, sadness, fear, anger, disgust, and surprise are indicated
by H, Sa, F, A, D, and Su respectively.
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4.1 Data Bases

The extended Cohn-Kanade database (CK+)[16], contains 593 frontal face poses
images of 123 subjects ranging from 18 to 50 years old. However, only 327
sequences from 118 subjects have labels. MMI, contains 203 video sequences,
including different head poses and subtle expressions of 19 participants with
ages ranging from 19 to 62 years old [20]. Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS) [15], contains frontal face poses videos
from 12 female and 12 male, all north American actor and actress, expressing
six basic emotions, calm, and neutral. While the sequences of all datasets start
with the neutral state frame and end at the apex of the target emotion [31]
removed the beginning frames and [11] labeled them as neutral, thereby we also
removed the beginning frames of both datasets. Table 4 shows the number of
each expression class in CK+ and MMI datasets in our experiments.

4.2 Experiment A: Recognition Rate on CK+ Dataset
for 6 Emotion Classes

The first experiment is conducted on the CK+ dataset. The best accuracy over
CK+ for the six emotion recognition presented by Zhao et al. [31], which obtained
by leave-one-out cross validation strategy. Hence, we also applied leave-one-out
method to verify the accuracy of the proposed model. Table 5 shows the com-
parison between confusion matrices of proposed model and results reported in
[31] over CK+ dataset.

Proposed model outperforms the baseline for 3 classes out of 6 classes, i.e.,
anger, sadness, and surprise, while baseline has higher accuracy rate for detecting
disgust emotion. The model could detect all samples of happiness and surprise,
i.e., 100% accuracy. The lowest accuracy is for recognising the fear class samples
as 88% with misclassifying one sample as disgust and one sample as surprise.
Overall the average accuracy of the proposed model is higher than baseline, i.e.,
95.63% compared to 93.9%.

Table 5. Experiment A, confusion matrices for six emotion classification over the CK+
dataset, validated by leave-one-out technique.
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Table 6. Experiment A, six emotions classification over the MMI dataset.

4.3 Experiment B: Recognition Rate on MMI Dataset
for 6 Emotion Classes

The second experiment performed on MMI dataset for which [11] obtained the
best performance over it. We applied 10-fold cross validation to report our
results, because Hasani et al. [11] used 5-fold cross validation and Zhao et al. [31]
used 10-fold cross validation for verification. Table 6a shows that the proposed
model outperforms both baselines significantly, i.e., 95.6% compared to 78.67%
and 71.92%.

Since confusion matrices of baselines are not provided in main references, we
compared the overall obtained accuracy. However, the confusion matrix of the
proposed model is shown in Table 6b. Analysing Table 6b, the best accuracy is
obtained for happiness and sadness with the accuracy of 100% and the lowest
accuracy obtained for fear class with accuracy of 90%.

4.4 Experiment C: Recognition Rate on RAVDESS Dataset
for 6 Emotion Classes

For further validation, we tested the proposed model on RAVDESS dataset [15].
While RAVDESS contains both facial and speech data, it is mostly used for
speech emotion recognition and, to our best knowledge, is not used for FER,
hence to confirm our results, we used Weka [27] to obtain the accuracy of four
well-known classical machine learning models including K-nearest neighbors,
e.g., 1NN and 2NN, Multilayer perceptron (MLP) with learning rate of 0.3,
and decision tree (M5P). The batch-size for all models set as 200.

We designed a subject-independent experiment, i.e., the dataset is partitioned
into two subsets for train and validation such that 18 subjects (9 female and 9
male), i.e., 75% of the total dataset considered as training set and the other 6
subjects (3 female and 3 male), i.e., 25% of the total dataset considered as test
set.

Table 7a shows the comparison between proposed model (SAE) with four
other classical machine learning approaches. The proposed model outperforms
baselines in three classes of anger, fear and sadness out of six classes. The best
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Table 7. Experiment C, confusion matrices for six emotions over the RAVDESS
dataset.

Table 8. Experiment C, confusion matrices for six emotion classification over the
RAVDESS dataset for 4 different baselines.

performance for happiness achieved by 1NN and for disgust and surprise by
MLP. The overall average accuracy of the proposed SAE based model is 84.91%
which outperforms all other baselines. The confusion matrix of the proposed
model on the test dataset is shown in Table 7b. Also, the confusion matrices of
provided baselines over RAVDESS are shown through Table 8.

5 Conclusion

Since one facial expression might have an ambiguity or similarity to some other
basic emotions, precise Facial Emotion Recognition is a challenging task. To
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find the best features for recognizing different emotions we used Stacked Auto
Encoder, which is able to find high order features, which are not possible to craft
by humans. The provided raw input data for SAE is the activation value of AUs,
the final output, i.e., feature set, is the combination of most pivotal AUs for each
basic emotion. The obtained feature set then is imposed to a Softmax classifier
layer to find 6 basic emotions.

The proposed method is compared with several key methods and the experi-
ments’ results show that it is capable to outperform all rival methods. The pro-
posed method achieves average accuracy of 95.63%, 95.55% and 84.91% for CK+,
MMI and RAVDESS datasets respectively. Overall the best accuracy obtained
for classifying happiness, while the worst result obtained for classifying fear.

In future work, we will apply the proposed method to classify more emotion
classes. Also other features like head pose and gaze direction will be investigated
to improve the accuracy of the proposed model. Furthermore, we will apply the
proposed SAE to find the intensity of the detected emotion.
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no. 611391 and the ICON project ROBO-CURE.
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Abstract. Parameterizing value functions as a representation of robotic tasks in
different domains allows for their generalization, and can provide a way to
transfer knowledge to new situations. To this end, in this paper we propose a
modulation based mechanism embedded within a cognitive architecture for
robots. It makes use of the combined operation of the long-term memory and the
motivational system in order to select candidate primitive value functions for
transfer. These are then adapted to the new situation through the addition of
modulatory ANNs to progressively conform new parameterized value functions
able to address more complex situations in a developmental manner. The pro-
posed method is tested in a Baxter robot, which must solve different tasks in a
cooking setup.

Keywords: Developmental robotics � Motivational system � Value functions �
Long-term memory � Cognitive architecture

1 Introduction

When one is dealing with robots that must operate in open-ended learning settings [1],
being able to reduce the number of interactions with the world the robot requires to
learn to perform a task in a new domain becomes of paramount importance. The
process of reusing knowledge acquired in one task to improve performance in others is
called transfer. Transfer learning has been addressed very intensively in the Rein-
forcement Learning literature [2, 3] and also in the Deep Reinforcement one [4]. In the
majority of papers, it is addressed by transferring policies or parts of policies to be
reused [5, 6].

On the other hand, as Deisenroth et al. [7] point out, training individual policies for
each single potential task, as often carried out in Reinforcement Learning, is not
affordable in open-ended learning. This is even more evident when continuous task
variations are contemplated. An example could be that of positioning objects at dif-
ferent points on a table. It would seem wasteful to have to develop a policy for each
particular position in which the robot needs to place the object. If one is able to
generalize at the task or domain level, that is, deduce how to solve a new task from the
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interpolation or extrapolation of solutions to previous tasks, the transfer problem
becomes even more accessible.

Some approaches resort to learning local policies and achieving generalization by
combining them, for instance through a gating mechanism [8], as in the work of
Mülling et al. [9] in Reinforcement Learning based robotics, or in that of [10] from the
behavior based robotics perspective. These combinations can become quite complex
through the creation of compound hierarchies as in the case of Konidaris and Barto
[11], who create reusable options with the objective of constructing hierarchies of
policies to solve sequences of tasks. However, gating mechanisms base their operation
on discrete instances of policies and it is not clear how to generalize them to contin-
uously varying tasks.

To try to address this issue, several authors have resorted to the concept of
parameterized policies as a path to a more continuous policy generalization. In other
words, the problem is addressed as that of determining a function in the algebraic dual
space, that is, the space of functions over policies (or actions) that, through a set of
parameters, allows choosing the particular policy to activate. Within this approach,
some authors consider the parameterization at the level of actions and address the
problem of learning the action selection policy that determines the parameters that must
be input to the action to solve the required task. An example is the Q-PAMDP approach
used in [12]. Others start from a set of specific problems, which they somehow
parametrize, and try to obtain a policy that can solve the whole set of problems and that
will adapt to each one of them depending on the parameter value. In other words, they
include the task parameter vector in the state descriptor and handle the entire set of
tasks as a single one. This presents several drawbacks. Among them, the set of tasks
needs to be known a priori before generalizing and, in an open-ended learning scenario,
this is not always feasible.

Different authors have tried to improve on the aforementioned approach. In the
work of [13], the authors sample tasks from a distribution for which they learn policies
and use them to estimate the topology of the lower-dimensional piecewise-smooth
manifold on which the policies lie, as a way to model how policy parameters are
modified as task parameters vary. From a Deep Reinforcement Learning perspective,
Zhao et al. [4] try to factor the tensor representing a task into task dependent and task
independent components. They use the latter to transfer knowledge from one task to the
next providing seeds through a curriculum of progressively more complex tasks.

Many of the approaches assume that a designer decides what policies or knowledge
nuggets it is going to use to generate the new policy. However, in open-ended learning
processes within the robotics domain, a robot is expected to learn an unbounded
sequence of a priori unknown tasks, preferably without designer supervision. It is the
robot itself who must decide what previous knowledge may be useful to address the
new problem. It must make hypotheses on what policies may be useful for the new
domain and task, and adequately combine them when necessary. Thus, as mentioned
by [13], the question of how to actively select training tasks to improve the overall
readiness of a parameterized skill, given a distribution of expected future tasks, needs
to be addressed.

In this paper, we present an initial proposal for a developmental approach to the
generalization of value functions, expressed here as artificial neural networks, through
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their combination and progressive parameterization by means of modulating networks,
as a path to allow for transfer and generalization. The use of value functions as a more
general representation of tasks provides a certain independence from the action space,
thus allowing the robots to find different policies leading to the same goal depending on
their available action repertoire. On the other hand, establishing a progressive devel-
opmental approach towards this parameterization allows for the adaptation of the robot
to the actual experience it acquires through its particular path of interaction with the
world, without having to make any hypotheses on what will be necessary.

In practical implementation terms, the approach revolves around the interaction
between a motivational engine and a Long Term Memory (LTM) structure within the
Multilevel Darwinist Brain (MDB) cognitive architecture [14, 15] in order to select the
appropriate value functions to use for transfer. These seeds are then adapted to the
particular domain through a modulation based strategy that allows for the progressive
incorporation of parameters to the value functions. These components of the MDB as
well as the modulation based approach will be described in the following sections and a
series of initial experiments over a real robot will be presented.

2 Motivational Engine

The MDB cognitive architecture [14] has been extensively improved in the last three
years within the DREAM EU project. It is out of scope here to go into its detailed
operation, but it should be pointed out that it was designed to endow an autonomous
robot with open-ended learning capabilities. The MDB starts its operation with a set of
innate drives, utility models, forward models and policies that are required for the
system to start learning autonomously. This innate knowledge allows the robot to
explore its environment seeking goals, learning new models, and policies. As time
progresses, the MDB architecture obtains and stores more perceptual data from the
autonomous interaction of the robot with its environment, which make up the basic
information required to learn different knowledge nuggets. These are sent to a Long-
Term Memory (LTM) for their management and for decision making. The conse-
quences of the actions that are applied are analyzed by a Motivational Engine and the
LTM to improve the relations between innate knowledge and acquired knowledge with
the final objective of allowing lifelong learning by means of a continuous fulfillment of
the robot drives.

The approach to motivation followed in the MDB architecture starts from the
premise that, when in an environment, the robot should try to learn how to fulfill its
innate drives, which determine its internal motivations. Therefore, it must seek areas of
its perceptual state space for which some drives are fulfilled, which are called goals.
Thus, a key element in the architecture is the motivational engine, which must try to
find goals, store them by linking them to other goals and ultimately to the innate drives,
and learn how to get to them from any point in its perceptual state space so that it can
fulfill its drives. The structure of the motivational engine developed for the MDB is
displayed in the left part of Fig. 1 and described in depth in [16]. It consists of three
main modules.
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The function of the Goal Manager (central block) is to find goals and store them.
This implies relating them, when possible, as goal graphs that may facilitate future
operation (as displayed in Fig. 1 right). These goal graphs are usually kept in the Long-
Term Memory, but they are managed by the Goal Manager. Consequently, it is also its
function to determine what goals in the graph should be active and how much in order
to fulfill the drives. The goal manager makes use of the State Evaluator, a module that
determines the expected value of a perceptual state according to the robot’s experience.

To determine the expected value of a state space point, and thus provide infor-
mation on how to reach goals, there is a need to produce utility models. Whatever the
representation used, the Utility Modeler component of the Motivational Engine is in
charge of extracting information from the robot operation in order to produce utility
models leading to the different goals. The utility models could be represented in many
different ways [16], but in this paper they will correspond to the concept of value
function used in reinforcement learning, that is, a function which provides the expected
utility for a given perceptual state.

In order to provide a value function that helps the robot reach the goal, we follow a
procedure already presented in [17]. As a summary, let’s start by stating that the
information that is available is the trace of the previous n states the robot has gone
through before reaching the goal. By propagating the reward obtained at the goal back
along the trace and its neighborhood, one obtains a training set that consists of state
space points with a corresponding expected value. This training set can be used to train
an artificial neural network to model the expected value of this area of state space. In
addition, an associated certainty function can be generated that represents how confi-
dent we are of the utility value assigned to the different points in that area (as we go
further away from the goal and the points in the trace, that confidence decreases). As
more traces to the goal are obtained, the model progressively becomes better and
encompasses more of state space, allowing the robot to consistently reach the goal.

Fig. 1. Motivational Engine operation scheme (left) and graph structure of the goal and drive
relations (right).
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In this paper, we will assume that several value models (in the form of ANNs) have
been obtained by the robot under different circumstances in previous interactions with
the world. Here we will concentrate on the problem of determining which, if any, of
them may be relevant to a new situation faced by the robot, so that they can be used as
initial hypotheses in a knowledge transfer process and on how to adapt them to this
new situation. These previously obtained goals and value models are stored in the
Long-Term Memory of the architecture and, in the next section, we provide a brief
description of the LTM used in the MDB and the way it leads to the pre-activation of
value functions that might be relevant to a new situation that is detected.

3 Long-Term Memory

Long-term memories (LTM) are used in cognitive architectures to store knowledge that
has proven useful so that it can be reused whenever it is required in the future.
Additionally, if we want to implement a LTM able to support life-long learning,
knowledge representation must be as efficient as possible (in order to support fast
activation of elements when necessary) and, at the same time, provide support for all
the learning and operational procedures required by the agent, taking into account that
the knowledge it uses is in the form of unlabeled ANNs. This implies an operational
mechanism based on the activation of nodes in an associative structure whose con-
nections are progressively established through experience.

Figure 2 shows the current LTM implementation in the MDB architecture which is
described in more detail in [15]. It contains the typical knowledge nuggets present in
any cognitive architecture: perceptions (raw or re-descriptions), policies, goals (and the
value functions that lead to them) and forward/world models. There are also two
components that are particular to the LTM implementation of the MDB: contextual
nodes (C-nodes) and perceptual nodes (P-nodes).

Fig. 2. LTM implementation diagram for the MDB.
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C-nodes represent contexts and are in charge of connecting the perceptions, the
goal, the world model and the policy that were active in a context for which value was
obtained. Perceptual nodes (P-nodes) are used to provide generalizations over per-
ceptions. P-nodes are connected to C-nodes and each one delimits the sub-space of the
perceptual space for which a given C-node is meaningful and must be activated. How
these C-nodes and P-nodes are created and improved over time is explained in [15].
Here, it suffices to say that the LTM uses the feedback provided by the motivational
engine (regarding whether robot actions are improving value or not) to link knowledge
nuggets to C-nodes and tune P-nodes after each policy execution.

The operation of this LTM is activation based. The activation flow starts with the
arrival of new perceptions. Those P-nodes that determine that these perceptions are
within the perceptual class they represent become active. In parallel, and depending on
the previous perceptual flow, the world model that is predicting the operation of the
current world more accurately will become active. At the same time, the motivational
engine will be doing its thing and, depending on the activation of its innate drives, it
will percolate this activation to the goals stored in the LTM that are connected to them
(and consequently, to the value functions linked to these goals). These activations will
lead to the activation of those C-nodes for which their connected world model, P-node
and goal are active.

It is also possible for the robot to find itself in a new situation for which more than
one of the C-nodes become active at the same time. If they are connected to different
goals, this implies that several of them are desirable according to the motivational
engine and are relevant according to the perceptions in this new situation. Now, the
new domain/task can be described as a combination of the value functions of the
relevant goals. This combination can lead to a combination of the corresponding
policies or even to the generation of a completely new policy that is better adapted to
this combination of value functions. Whichever the case, the functions need to be
combined and their relative importance established. This is the other case where the
modulation based mechanism plays a role.

4 Value Function Modulation Combination

We are interested on how to adapt and combine value functions that have already been
learnt in previous environments and situations and are, thus, stored in Long-Term
Memory (LTM), in order to produce initial guesses on the value function of a new
situation. Taking inspiration from modulatory approaches in real brains [17] we pro-
pose an output modulation based strategy using artificial neural networks that allows
for the generation of value functions adapted to new situation that make use of the
previous value functions without actually modifying them.

The simplest output modulation based architecture is made up of a modulating
ANN and a modulated ANN. Output modulation is achieved by multiplying their
outputs in order to generate the final output. Whether an ANN (or node in graph
terminology) is modulating or modulated is given by which one is trained (the mod-
ulator). It is important to note here that the modulating ANN, when trained, learns to
modify the output of the modulated ANN as a function of the modulating inputs. When
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operating, depending on its inputs, the modulating ANN applied to the modulated
ANN produces a continuous variation of the function of the modulated ANN.

If the modulation based architecture grows, when there is more than one node Mi
{i = 0, 1, …, n} that modulate one output of another node Xj, the resulting modulating
value will be the product of the individual modulations. Assuming that a nodeMi has to
modulate the values of n outputs, its number of outputs must necessarily be n. Finally,
we will assume that, when there is more than one node that provides values for the
same output (more than one value function providing expected utility for the same
point in state space), this output receives the sum of these values.

As previously indicated, to produce this type of modulation based value functions
(VFs onwards) we will start by assuming that a set of VFs, as well as their certainty
areas or P-nodes, have already been obtained in previous situations and are stored in
LTM. When a new situation arises where the P-node corresponding to the C-node of a
particular VF becomes activated, we may assume that the VF may be relevant for that
situation. Consequently, if it does not perform adequately, it will be chosen to be
adapted to it through the creation of a new modulating ANN that will use, as input to
the modulator, the perceptions available to the system, out of which it will choose the
relevant ones during the training process. More than one VF may become activated,
and in this case, all of them will be combined and become candidates for joint mod-
ulation. The final modulated structure constitutes a new VF but, in this case, param-
eterized by the variables that constitute the inputs to the modulating ANN. Obviously,
any modulated structure can participate in a new modulating structure, thus providing a
way to smoothly scale the level of parameterization of the VFs.

5 Real Robot Experiment

To illustrate the approach to producing parameterized VFs through modulation, a real
robotic experiment has been designed. The experimental setup includes a Baxter robot,
a white table, a small and a big cooker, some pots and a tomato. The stoves can be on
or off, and they can have a pot on them or not. Throughout this section, different
situations will be presented to the robot, which must solve them by creating appropriate
utility functions in a developmental fashion.

When the experiment starts, we assume that the robot has previously learned some
VFs, which are stored in LTM. Specifically, two primitive VFs are considered:

– Avoiding a heat source (VF1): the robot is able to avoid with its hand a hot pot of a
predefined size (0.20 cm of diameter), as shown in Fig. 3 (top left). This VF has
one input, the distance to the heat source dh, and one output, the estimated value
(v1). As a consequence: v1 = VF1(dh).

– Approaching an object (VF2): the robot is able to grab a tomato with its gripper, as
shown in Fig. 3 (top right). This VF has one input, the distance to the tomato dt, and
one output, the estimated value (v2). It provides the estimated value in the whole
range of possible distances to the tomato. That is: v2 = VF2(dt).

What is relevant here is that these two primitive VFs were obtained separately,
which means that the robot never faced a situation with a tomato and a hot pot before.
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In the following subsections, two new scenarios will be presented to the robot that
include combinations of the basic elements in the cookers. To solve them, new VFs
must be learned, in this case by modulation and parameterization of the primitive VFs
in a developmental way, as displayed in Fig. 4.

5.1 Avoid a Hot Pot Whatever Its Size

In this first setup (bottom images of Fig. 3), the robot must learn to avoid hot objects of
different sizes starting from the knowledge it has about avoiding a heat source (VF1) of
fixed size. As the new pots are bigger, VF1 does not work here and the robot receives a

Fig. 3. Top images: the robot learned to avoid a hot pot of a predefined size (left) and to grab a
tomato with its gripper in a different environment (right). Bottom images: it learned to avoid a
bigger (left) and smaller hot pot (right) simply by modulating the original VF.

Fig. 4. Schematic representation of the VF combination created in this experiment. Dotted lines
correspond to modulation operations (multiplication in this case), while the circle on the right
corresponds to a linear combination of modulated signals.
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pain signal. To solve this, there are two options: learn a new VF from scratch or learn it
as a modulation of VF1. In terms of modulation, it simply implies multiplying the
output of the primitive VF as a function of the pot size and, in addition, this second
approach creates new knowledge by reusing a previous one. Consequently, the second
option will be the one used here, as commented above.

The learning process works as follows: the robot starts operating in this setup and,
as the state space is similar to the primitive one, the stored P-node corresponding to
VF1 is activated and VF1 is imported from LTM. But, as VF1 does not work properly
now, the avoid-pain drive increases. Consequently, the motivational engine selects the
active primitive VF1 for adaptation through the creation of a new modulating ANN,
leading to the learning of a new VF3 for this new situation.

Specifically, the MDB creates a modulator VF, VF3, which has one input, the pot
diameter (dp) and one output (m3) a factor that multiplies the output of VF1, v1, to
obtain the new predicted value v3 for the new context (displayed in the bottom part of
Fig. 4). Summarizing:

VF3 ¼ M1ðVF1Þ;whereM1represents amodulator function

m3 ¼ VF3ðdpÞ;where VF3learning is evaluated using v3 ¼ m3 � v1

The learning of VF3 is carried out online using the Adam algorithm with a MLP
neural network following the procedure explained in Sect. 2. Learning was performed
during 180 epochs of training, which corresponds to 7 traces and around 50 samples,
that is, at a very low computational cost as compared to obtaining the original primitive
VF1, which required 670 epochs, 11 traces and 940 samples. Figure 5 displays, on its
left side, the output of VF1 (cyan line) compared to the output of the modulated VF3
(red line) for a specific pot diameter of 0.12 cm, where it can be observed that the
response is basically the same in both. The 3D shape of VF3 is displayed in Fig. 5
(center), which shows how the distance at which the robot begins to perceive negative
utility varies depending on pot diameter, as expected.

Fig. 5. 2D state space covered by the VFs of the first setup: primitive avoiding VF1 in cyan and
modulated VF3 in red (left). Parameterized Value Function VF3 (center) in a 3D representation.
Output provided by the modulator ANN in the second setup (right).
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This approach allows us to use previous knowledge to learn more efficiently in a
simple way. In addition, the parameterization of the VF allows learning all the inter-
mediate cases, which, if learned individually from scratch, would imply a long and
tedious process. When this learning stage finishes, the robot is able to avoid a hot pot
whatever its size, and the new parametrized VF3 is stored in LTM.

5.2 Grasp a Tomato Avoiding a Hot Pot When Hungry

In this second setup, in addition to the hot pot, we introduce a pan with a tomato (see
Fig. 6 for an overall view of the new setup). The robot must learn to grab the tomato
without touching the hot pot. The modulation strategy now implies the combination of
the primitive VF corresponding to approaching (VF2), and the one obtained in the
previous stage, parametrized avoiding (VF3). As a consequence, in this new situation,
the robot receives reward as a combination of positive (VF2) and negative (VF3)
feedbacks. The best VF in the combined case should guide the robot hand towards the
tomato maximizing positive utility, that is:

VF4 ¼ M2 VF2; VF3ð Þ ¼ M2ðVF2; M1ðVF1ÞÞ

In this setup, we introduce an internal sensor of energy (E) that increases when it
grabs the tomato and decreases if it touches the hot pot, so the robot can modulate its
behavior depending on it. The new modulator ANN, VF4, has only one input, the
internal energy (E), and two outputs (m41 and m42) that multiply the output of each

Fig. 6. Top (small pot): the Baxter robot has high energy value, so it avoids the hot pot to reach
the tomato. Bottom (big pot): the energy level is low, so it passes the hand over the hot pot to
obtain energy fast.
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primitive VF (VF2 and VF3), as shown in the diagram of Fig. 4. The new expected
value (v4) is obtained as the linear combination of these two modulated outputs:

m41; m42½ � ¼ VF4ðEÞ;where VF4learning is evaluated using v4
¼ m41 � v2 þ m42 � v3

Although this setup is more complex, in terms of the modulator inputs and outputs,
it is simple. In fact, the learning process performed with the Adam algorithm required
125 epochs of training, corresponding to 6 traces, which again was carried out in real
time with no relevant delay that affected the performance of the robot.

The resulting modulator ANN VF4 provides the output shown in the right image of
Fig. 5, which displays how the coefficient modulating VF4 becomes smaller as the
energy of the robot decreases. This means that if the robot “feels hungry”, it will
prioritize reaching the tomato in the most direct way, minimizing the importance of the
hot pot. Whereas, if the energy value is high, its priority will be to avoid pain, and it
will try to avoid the hot pot on its way to the goal.

The response produced by the robot is displayed in the sequences of Fig. 6. Top
images correspond to a small pot while bottom ones correspond to a big pot. When the
energy value is high, it is able to grasp the tomato with its hand avoiding the hot pot
(top pictures), since the important thing is not to feel pain. However, when the robot
“feels hungry” (low energy value) the priority is to grab the tomato in the most direct
way (bottom pictures). Additionally, the resulting modulated VFs associated to the
situations shown in Fig. 6 can be seen in Fig. 7. As expected, the new VF is a
combination of the primitive ones with the operation ranges adapted according to the
energy value.

With these final results, the potential of the modulation approach for producing
parameterized value functions becomes evident. It allows solving complex situations
by reusing previously learned knowledge in a very efficient way, being this the base of
cognitive developmental robotics.

Fig. 7. 3D representation of the state space covered by VF4. Left: when Energy value is high.
Right: when energy value is low.
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6 Conclusions

In this paper we propose a modulation based approach to the developmental acquisition
of parameterized value functions (VF) as a way to generalize them and to provide for
transfer learning. This modulation structure allows for the adaptation and combination
of primitive VF so that the cognitive architecture can progressively construct and adapt
compound parameterized VFs for ever more complex situations in a developmental
manner. This is achieved by leveraging the operation of the LTM and the Motivational
Engine of the cognitive architecture in order to select candidate primitive VFs that are
then adapted and generalized to the new situations through modulation. The operation
has been illustrated on a simple real robot example, where a complex response has been
obtained in a developmental way. Thus, the robot was able to produce, in real time,
new parameterized VFs as modulation of other previously learned VFs.
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Abstract. Given the plethora of Reinforcement Learning algorithms available
in the literature, it can prove challenging to decide on the most appropriate one
to use in order to solve a given Reinforcement Learning task. This work presents
a benchmark study on the performance of several Reinforcement Learning
algorithms for discrete learning environments. The study includes several deep
as well as non-deep learning algorithms, with special focus on the Deep Q-
Network algorithm and its variants. Neural Fitted Q-Iteration, the predecessor of
Deep Q-Network as well as Vanilla Policy Gradient and a planner were also
included in this assessment in order to provide a wider range of comparison
between different approaches and paradigms. Three learning environments were
used in order to carry out the tests, including a 2D maze and two OpenAI Gym
environments, namely a custom-built Foraging/Tagging environment and the
CartPole environment.

Keywords: Reinforcement Learning � Planning � Deep Q-Network �
Q-Learning � Value Iteration � Neural Fitted Q-Iteration � Policy gradient
optimization

1 Introduction

The introduction of the Deep Q-Network (DQN) [1, 2] algorithm showed the viability
of Deep Learning (DL) in the domain of Reinforcement Learning (RL) tasks. Since
then, many new improvements as well as new approaches to this algorithm have been
proposed. As an example of this, Double Deep Q-Network (DDQN) [3] addresses the
problem of the overestimation of the action values that both Q-Learning as well as
DQN seem to suffer from, by decoupling the selection of the action from its evaluation.
As another example, the Dueling Network Architecture (DNA) [4] proposes a new
neural network architecture to help generalize learning across actions by explicitly
separating the representation of state values and action advantages. Prioritized Expe-
rience Replay (PER) [5] proposes a framework to prioritize experience to help improve
the efficiency of the learning process. As yet another example, in [6] the authors
propose a categorical algorithm that learns the distribution of the discounted returns as
opposed to using the expectation of this return. Adding to this plethora of algorithms,
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the policy gradient approach [7], of which the Trust Region Policy Optimization
(TRPO) [8, 9] method is an example of, is also a viable alternative.

Regarding the discrete case, there are also some non-deep RL algorithms such as Q-
Learning (QL) and Value Iteration (VI) that can be used. This plethora of algorithms
may however pose some challenges, particularly when it comes to choose from one of
them to solve a given RL task. In the case of choosing from one of the DQN variants,
the choice of algorithm may be even more challenging as each of these algorithms
enables substantial performance improvements on its own, making it difficult to decide
on which one to use. Furthermore, a planner may also be used to solve some RL tasks
as opposed to using a RL algorithm.

The objective of this paper is therefore to perform a performance benchmark of
some of these RL algorithms for the discrete control case, both from the deep as well as
the non-deep learning fields, with a special focus on DQN and its variants. While this
study does not intend to be a comprehensive benchmark of all the RL algorithms
proposed so far, it intends nevertheless to provide a range of comparison, as wide as
possible, between different methods, approaches and paradigms. Neural Fitted Q-
Iteration (NFQ), Vanilla Policy Gradient (PGO) and a planner were also included on
the benchmark assessment in order to achieve this. A 2D maze and two OpenAI Gym
environments, namely a custom-built Foraging/Tagging environment and the CartPole
environment were used to carry out the tests. The remainder of this paper is structured
as follows: Sect. 2 presents the related work. Section 3 presents the testing framework
used to perform the benchmark. The results obtained are presented and discussed in
Sect. 4. Finally, Sect. 5 presents the conclusions and future work.

2 Related Work

In [10] the authors propose the Multiple Deep Q-Network (MDQN) algorithm, a
generalization of the Double Q-Learning (DQL) [11] algorithm that allows the use of
any number of decoupled functions using the Bellman equations. The authors then
benchmarked this algorithm with DQN and DDQN. The PyGame Learning Environ-
ment (PLE) was used to perform the tests. This benchmark is however limited to only
DQN and two of its variants. In [12] the authors benchmark several RL algorithms over
four categories of continuous control tasks, specifically: basic, locomotion, partially
observable and hierarchical tasks. All these tasks were implemented using physics
simulators, such as MuJoCo. This benchmark does not, however, consider the discrete
case. Similarly, in [13] the authors present a survey of Deep RL (DRL). This survey
starts by introducing the RL formalism as well as its challenges. Next the authors
present the different classes of RL algorithms. Special focus is given to value function
and policy search based DRL methods. To conclude, the study presents ongoing
research and discusses open challenges. The several RL algorithms presented are
however not benchmarked. Finally, the work proposed in [14] investigates the chal-
lenges posed by reproducibility, proper experimental techniques and reporting
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procedures. For this purpose, several model-free policy gradient methods for contin-
uous control were used. The objective of this benchmark was not to compare the
algorithms performance-wise but to assess the influence of extrinsic factors (e.g.
hyperparameters) and intrinsic factors (e.g. environment properties) on reproducibility.

3 Testing Framework

The full list of algorithms tested is presented in the list below.

• Value Iteration;
• Q-Learning;
• Neural Fitted Q-Iteration;
• Deep Q-Network;
• Double Deep Q-Network;
• Dueling Network Architecture;
• Prioritized Experience Replay;
• Double DNA (DDNA), a combination of DDQN with DNA;
• (PERDDNA), a combination of PER with DDQN and DNA;
• Vanilla Policy Gradient;
• POPF [15], a mature open-source forward-chaining temporal planner (PL).

The learning environments used to perform the benchmark, see Fig. 1, include a 2D
maze (left) with 2 configurations (6 � 6 and 10 � 10) and two OpenAI Gym learning
environments, namely, a custom-built Foraging/Tagging environment (middle) and the
CartPole environment (right). All the environments feature a discrete action space.

The Maze learning environment consists of a 2D maze. The agent starts from a
predefined starting point (A) and must find its way to the goal position (G) through the
maze in the least number of steps possible. The agent can perform 4 different actions
(move left, right, up or down) to achieve its goal.

Fig. 1. All environments benchmarked. The 6 � 6 and 10 � 10 Maze environment configu-
rations (left), the Foraging/Tagging environment (middle) and the CartPole environment (right).
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In the Foraging environment the agent must collect the objects placed randomly in
the world and take then back to the base in the least number of steps possible. The task
is considered complete when all the objects have been retrieved to the base. Two
different versions of this environment were used: in version 4a, the agent can perform 4
actions (move left, right, up and down) and the grab/release actions are performed
automatically. In version 6a the grab and release actions were added to the set of
possible actions and the agent must explicitly grab and release the object. In the
Tagging environment (reuses the Foraging environment) the goal is to tag the positions
of the objects. The agent should tag all the objects only once in the least number of
steps possible. The 5 possible actions are (move left, right, up, down and tag). All
environments feature an 8 � 8 grid like environment (i.e. grid world) with 1 agent and
2 objects placed randomly every time the game is reset.

In the CartPole environment a pole is attached by an un-actuated joint to a cart
which moves along a track. The pendulum starts upright and the goal is to prevent it
from falling over. The system is controlled by moving the cart to the left or to the right
(2 actions). The episode ends when the pole is more than 15° from vertical or the cart
moves more than 2.4 units from the center. The version used for this environment
(CartPole-v1) limits the number of steps per episode to 500.

The performance metrics used, see Table 1, allow the assessment of the algorithms
throughout the training phase (marked with +) as well as the assessment of the quality
of the final controllers produced (marked with /). Metrics marked with * are specific to
the CartPole environment (MPR stands for the maximum possible reward). The defi-
nition of successful policy varies for each of the environments considered and the
corresponding successful policy checks C are presented in Table 2.

Table 1. Performance metrics.

Metric Description
+NSP Number of successful policies obtained during training
+TFSP Training time elapsed until the first successful policy was obtained
+FSPE Episode where the first successful policy was obtained
+BPR Best return obtained by the policies
+BPE Episode where the best return was obtained
/NSTG Number of games successfully completed by the final controller
+*NSP75 Number of policies that obtained at least 75% of the MPR
+*NSP100 Number of policies that obtained 100% of the MPR
/*NSTP50 Number of games where the final controller obtained at least 50% of the MPR
/*NSTP75 Number of games where the final controller obtained at least 75% of the MPR
/*NSTP100 Number of games where the final controller obtained 100% of the MPR
+RT Total training time (or time needed to solve the task in the planner’s case)
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The pseudocode of the testing framework used to assess the algorithms is presented
in Listing 1 (the values used to parameterize the testing framework are presented in
Table 3). Each algorithm is assessed over a given number of trials T, where a trial
consists of several episodes E. In this setup an episode is composed of game setups
G. A game setup G is the result of resetting a game to a random new initial state (except
for the Maze and the CartPole environments which always start on the same state).
Each controller C to be trained is initialized at the beginning of each trial and may be
trained during the episode or at the end of it. After the completion of each episode, the
controller Ct trained so far is assessed. This assessment is done by making the con-
troller play a given number M of game setups. It is also at this point that the policy is
verified as being successful or not using the successful policy check C.

Pseudocode
For t in 

Initialize controller Ct

For e in 
For y in

Initialize game setup Gy

While not terminal or p <=  # play until completion or for a maximum of steps
terminal = play Gy # perform one step
Train Ct # if applicable

End While
Train Ct # if applicable« 
End For 
Test Ct  using game setups # each game is played until completion or for steps
Verify successful policy check  for Ct

Collect training statistics for e
End For
Test Ct using game setups # each game is played until completion or for steps
Collect training statistics for t

End For
Average all the collected statistics over the trials # assessment complete

Listing 1. Pseudocode of the testing framework used to assess the algorithms.

Table 2. Successful policy checks C used for each of the environments (M represents the
number of game setups and P is the maximum number of steps allowed per game).

Env. Successful policy check C

Maze Policy played all test games successfully (M = 1 and P = 100)
Foraging Policy played at least 50% of the test games successfully (M = 10 and P = 250)
Tagging Policy played at least 50% of the test games successfully (M = 10 and P = 250)
CartPole Policy obtained on average at least 50% (250) of the MPR (M = 10 and P = 500)

Benchmarking Deep and Non-Deep Reinforcement Learning Algorithms 267



At the end of each trial the quality of the final trained controller is assessed by
making the controller play a given number M0 of game setups. At the end of the
assessment process all the statistics collected during the training and testing steps are
averaged over the number of trials performed T in order to obtain the final statistics
presented in this work (the whiskers on the bar graphs represent the standard
deviation).

4 Results

4.1 Maze Learning Environment

Overall, VI obtained the best NSP (495.9), TFSP (00:00) and FSPE (4.8) results.
Amongst the DL methods, PGO obtained the best NSP (467), TFSP (00:33) and FSPE
(16.8) results. DQN (NSP = 459.4), DNA (FSPE = 18.7) and DDNA (TFSP = 00:36)
were the best amongst the DQN variants for these indexes. PGO was the method with
the worst RT (15:23). PER (02:45) and PERDDNA (02:28) performed the worst for the
TFSP index. All the algorithms were able to train policies that obtained the maximum
possible returns for this maze configuration (BPR = −19) as well as final controllers
that were able to successfully solve the maze (NSTG = 1). See Figs. 2 and 4.

Table 3. Values used to parameterize the testing framework.

Environment T E P M N M0 N 0

Maze 10 500 1 1000 (6 � 6), 2000 (10 � 10) 1 100 1 100
Foraging 10 1000 10 2000 10 250 250 250
Tagging 10 1000 10 2000 10 250 250 250
CartPole 10 500 10 500 10 500 250 500

1 1 1 1 1 1 1 1 1 1 1 
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Fig. 2. Results for the 6 � 6 Maze environment configuration (performance metrics).
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Concerning the 10 � 10 configuration, see Figs. 3 and 4, VI performed best overall
with NSP = 494, TFSP = 00:00 and FSPE = 6.3. PER (NSP = 445.4), DNA
(TFSP = 02:55) and PERDDNA (FSPE = 45.7) were the best amongst the DL vari-
ants. All the algorithms were able to train policies that obtained the maximum possible
returns (BPR = −27), however NFQ, DNA and DDNA (NSTG of 0.9, 0.8 and 0.9
respectively) did not always produce a final controller able to successfully solve the
maze. PGO was again the method with the worst RT (31:49). DQN (10:16) performed
the worst for the TFSP index. The planner solved both mazes easily (RT under 1 s).

4.2 Foraging Learning Environment

For version 4a of the environment, PERDDNA (NSP = 932 and FSPE = 43.1), VI
(TFSP = 01:45) and DDQN (BPR = 88.9) obtained the best results for the respective
indexes. PER (BPR = 20.4) and PGO (BPR = 27.3) produced the worst policies in
terms of quality. Regarding the final controllers obtained, PGO performed the best
(NSTG = 246.1). Concerning the RT index and contrary to the Maze environment,
PGO (41:59) performed the best amongst the DL variants. See Figs. 5 and 7.
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Fig. 3. Results for the 10 � 10 Maze environment configuration (performance metrics).
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Fig. 4. Results for both Maze environment configurations (time metrics).
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Regarding version 6a, see Figs. 6 and 7, PGO (NSTG = 238), VI (TFSP = 05:35
and FSPE = 67.1) and PERDDNA (NSP = 882.6 and BPR = 50.1) obtained the best
results. QL obtained the best result regarding the RT index (15:42) but performed
clearly the worst on both environments and would benefit from more interaction with
the environment as shown by the results in QL* ( = 30). Again, PGO performed
better than most DQN variants (RT = 01:50:24) being only surpassed by PER
(RT = 01:48:37). Amongst the DQN variants PERDDNA performed better overall
(NSP = 882.6, TFSP = 26:53, FSPE = 67.6, BPE = 631.2, BPR = 50.1 and
NSTG = 229.5). The planner solved all test games (M0 = 250) in 11 s.
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Fig. 5. Results for the 4a Foraging environment version (performance metrics).
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Fig. 6. Results for the 6a Foraging environment version (performance metrics).
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4.3 Tagging Learning Environment

This environment allowed mixing planning and learning in order to solve the Foraging
task presented earlier. In this scenario, the controller trained to solve the Tagging task
was used to find the positions of the objects (i.e. tag the objects). These positions were
used to automatically generate the model for the planner, which was then used to solve
the Foraging task (results presented by the NSTG (PL) and RT (PL) indexes).

Overall, see Figs. 8 and 9, PGO performed the best during the training and testing
phases (but clearly the worst regarding RT = 50:17). However, when using the final
controller together with the planner to solve the Foraging task, PGO performed the
worst (NSTG (PL) = 75.4). Regarding the DQN variants, PERDDNA obtained the best
NSP (815.3) and TFSP (08:41) results, PER was the worst regarding the TFSP index
(15:02), DDNA obtained the best BPR results (12.8) whereas DDQN obtained the
worst (3.6). Concerning the results for the mixed planning/learning Foraging task
(NSTG (PL)), VI performed the best (240.8), followed by PERDDNA (232.4) and
DDNA (223). DDQN performed the worst amongst the DQN variants (199). Overall,
QL performed the worst and as shown by the QL* results ( = 30), would clearly
benefit from more interaction with the learning environment.
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Fig. 7. Results for the 4a and 6a Foraging environment versions (time metrics).
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4.4 CartPole Learning Environment

Overall, PGO (better during training, although the worst in terms of RT (42:41)) and
QL (better during testing) obtained the best results, see Figs. 10, 11 and 12. Regarding
the DQN variants during the training phase, DDQN obtained the worst NSP index
(176.2), PERDDNA was the best in this regard (NSP = 332.8), PER needed the most
interaction time to obtain its first successful policy (TFSP = 58 s), while PERDDNA
obtained the lowest BPR (162.2). Concerning the test results overall, DQN was the
worst of the DQN variants. DDNA (210.6, 124 and 84 for the NSTP50, NSTP75 and
NSTP100 indexes respectively) was the best in this regard. NFQ obtained the worst
training and testing results overall. The NSTP50 index for this environment is analo-
gous to the NSTG index.
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4.5 Discussion

Overall, VI and QL performed quite well in all the environments (QL would benefit
from more interaction with the environment in some of the tasks) and seem to be good
choices for this kind of tasks (small state spaces). Concerning the DQN variants,
overall PERDDNA, PER, DNA and DDNA obtained better results. DDQN and DQN
seem more difficult to assess comparatively as they obtained very similar results in
some of the environments. In general, NFQ performed worse than the DQN variants.
PGO performed quite well (particularly in the CartPole environment) and outperformed
the DQN variants in some of the tasks. However, it would benefit from more inter-
action with the environments as shown by the poor BPR results obtained, particularly
in the Foraging and the Tagging environments (i.e. the controller still grabs, releases or
tags objects improperly). The planner was able to solve all the tasks successfully in the
least amount of time and is also a good choice (for small action spaces). Table 4
presents the best overall as well as the best DL algorithms (between parenthesis) for
each of the environments. Consult Fig. 3 for a list of the algorithms that were not able
to train a controller that could solve the 10 � 10 Maze (All*).
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5 Conclusion

This work presented a benchmark on the performance of various RL algorithms for
discrete domains. Several non-deep as well as deep RL algorithms and a planner were
included in order to provide a wider range of comparison between these different
approaches and paradigms. For the purposes of these tests, a 2D maze and two OpenAI
Gym environments were used. As future work, this benchmark can be extended to
include more challenging learning environments as well as more RL algorithms and
planners in order to better refine the results and the conclusions obtained.
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Abstract. This paper aims to present an automated experimentation
platform designed to work with multiple mobile robots into industrial sce-
narios using Robot Operating System (ROS). Robot swarm is a system
with complexity proportional of group size, expensive and with arduous
setup. Virtual environments can be used to expedite the testing, but
also are very difficult due to a hard-work to configure each robot. The
proposed platform is a tool set to easily configure the experimentation
environment, aiming the swarm tasks, with most popular perception sys-
tems, absolute or relative localization reference, and position controllers.
The user specifies in tool only the amount of robots required, sensor and
function, without having to configure each robot individually for the sim-
ulation. This paper presents examples to multi-robot setup in industrial
scenarios, through a simple parameterization script. The memory con-
sumption is demystified to given to allow the estimation of computational
resources necessary to perform the practical experimentation.

Keywords: Robot · Swarm · Experimentation · ROS

1 Introduction

Robot swarm is a concept bioinspired by organizations of natural swarms such as
ants, bees, birds, fish, wolf, and even humans [15], aiming to reproduce collective
behaviors. For example, insects provide one of the best-known examples of self-
organized biological behavior, through local and limited communication, they
can perform impressive behavioral features: maintaining the health of the colony,
caring for the young, responding to the invasion, and so on [12].

Another example is the ants, which show social behaviors. These insects live
in family units, and their life cycle is organized around this unit known as ant
colony [5]. The ant colony as a whole is capable of performing complex tasks
such as feeding and breeding large nests, although a single ant that shows no
specific intelligence.
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 279–290, 2020.
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Following this analogy, [3] verifies that a set of robots is not just a group.
It has some unique characteristics, which found in insect swarms, for exam-
ple, decentralized control, lack of synchronization, simple and (almost) identical
members. Reinforcing the definition given by [3], [13] defines a swarm of robots
as an approach for coordinating a large number of relatively simple, autonomous,
non-centrally controlled physical robots capable of establishing social communi-
cation and operate by some sense of biological inspiration.

Robot swarm is commonly classified in six great research areas [6], as swarm
size, communication range, communication topology, communication bandwidth,
swarm reconfiguration, and swarm units processing capacity. These areas can be
rigorously subdivided into main research topics, as discussed in [7,15], resulting
in: biological inspiration [16]; communication [2]; control approach [5]; mapping
and location [9]; transport and manipulation of objects [1]; reconfigurable robotics
[8]; motion coordination [11]; learning [10]; task allocation [4].

Researches about robot swarm aim the development of cooperative or coor-
dinate behaviors to real robotic swarm (in low scale) or virtual swarms (in high
scale). Thus, the main characteristics identified in recent works of robot swarm
indicated some tendencies, which will be used as a setup requirement of virtual
experimentation platform, as

– robots must support wireless communication to exchange information with
other robots or maybe with a central node;

– robots should also be programmable in parallel through a wireless communi-
cation channel since control algorithms are commonly the same for all robots;

– robots must be able to interact physically with each other and the environ-
ment;

– robots should have a long autonomy (concerning battery capacity), because
the swarm may need to operate for a long period to execute a specific task;

– robots should be as cheap as possible;
– the interference between the multiple sensor systems and the effect of envi-

ronmental factors should be minimal;
– robots should be small enough not to increase a lot the environment size, but

large enough not to limit the robot’s expandability or increase the cost of
swarm robots due to component miniaturization.

The virtual experimentation with multiple robots can be an exhaustive task
due to the setup need to be made individually to each robot. In a large-scale
swarm (a hundred or thousand of robots), the virtual configuration can be
extremely wearing. The computational effort also needs to be considered because
the introduction of each new robot requires new computational resources. The
purpose of this paper is to present a new experimentation platform, that auto-
matically configures a swarm robot simulator, aiming the simulation of large-
scale, with homogeneous and heterogeneous robots, different perceptions sys-
tems, to the main tasks of a robot swarm.

This work is organized as follows: Sect. 2 presents the open-source experimen-
tation platform focused on robot swarms to facilitate the development of applica-
tions in this area. Section 3 shows an example application using the Swarm Stage
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package. Section 4 presents an analysis of RAM consumption of some scenarios
and Sect. 5 presents conclusions and future work.

2 Experimentation Platform - Swarm Stage

The proposed experimentation platform is developed as an automated configu-
ration script that executes a complete setup of Stage Simulator [14], to achieve
the versatile and massive simulation of robot swarms, due to fast reconfiguration
and low computational load, allowing the high scale of the swarm compared to
other simulators like VREP1, Gazebo2 and ARGoS3.

The required structure is a simple parametrization script, where is a specified
number of robots, perception systems, controller type (position or velocity),
reference kind (odometry - local - or localization - global), scenario and initial
formation. The main focus is to evaluate the introducing of multiple mobile
robots into industrial tasks, in accord to Industry 4.0 concepts.

This experimentation platform is based in ROS been full open-source, called
as package swarm stage ros4. The codes are available in GitHub5 and the videos
developed with the experiments can be seen on YouTube6.

2.1 Configuration

The configuration of the desired simulation scenario is done through the
swarm.yaml parameterization file, as presented in Listing 1.1.

Listing 1.1. Example of a swarm.yaml parameter file

1 swarm:

2 formation: ’square ’ #no , wedge , square or diamond

3 robots: 0 #used to "no" formation

4 random_colors: ’yes’ #yes or no

5 side: 3 #number of robots per formation side

6 completed: ’no’ #when used formation

7 leader: ’no’ #yes or no

8 leader_sonar_sensor: 3 #0, 1 or 3

9 leader_laser_sensor: ’no’ #yes or no

10 other_robots_sonar_sensor: 0 #0, 1 or 3

11 other_robots_laser_sensor: ’no’ #yes or no

12 scenario: ’stadium ’ #stadium , forest or hospital

13 position_controller: ’yes’ #yes or no

14 reference: ’relative ’ #relative(odom) or global

15 publish_tf: ’yes’ #yes or no , when reference = ’relative ’

16 run: ’yes’

The formation parameter allows one of four possible values to be chosen:
no, wedge, square or diamond. If no is chosen, it is understood that no specific
formation will be used. However, the desired number of robots in the robots
parameter will be required.

1 http://www.coppeliarobotics.com/.
2 http://gazebosim.org/.
3 https://www.argos-sim.info/.
4 http://wiki.ros.org/swarm stage ros.
5 https://github.com/VivianCremerKalempa/swarm stage ros.
6 https://www.youtube.com/channel/UCztalFc6fapGIhQN2Q0jCuw.

http://www.coppeliarobotics.com/
http://gazebosim.org/
https://www.argos-sim.info/
http://wiki.ros.org/swarm_stage_ros
https://github.com/VivianCremerKalempa/swarm_stage_ros
https://www.youtube.com/channel/UCztalFc6fapGIhQN2Q0jCuw
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Consider the following parameterization in Listing 1.2. The generated sce-
nario with the number of robots equal 10 is presented in Fig. 1. If the numbers
of robots are 100, the generated scenario is presented in Fig. 2.

Listing 1.2. Example of no formation and 10 robots

1 swarm:

2 formation: ’no’ #no, wedge , square or diamond

3 robots: 10 #used to "no" formation

Fig. 1. Generated scenario with
the parameter formation = ‘no’
and robots= 10.

Fig. 2. Generated scenario with
the parameter formation = ‘no’
and robots= 100.

Now consider formation= ‘wedge’. In this case, the value for the side param-
eter must be entered. The side parameter is the number of robots per side.
Figures 3 and 4 present two wedge formations, with side= 6 and side= 15.

Fig. 3. Generated scenario with the
parameter formation = ‘wedge’ and
side = 6.

Fig. 4. Generated scenario with the
parameter formation = ‘wedge’ and
side = 15.

For the square formation, the side parameter also needs to be informed.
Figures 5 and 6 present two situations, where the side is 6 and 15, respectively.
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Fig. 5. Generated scenario with the
parameter formation= ‘square’ and
side = 6.

Fig. 6. Generated scenario with the
parameter formation = ‘square’ and
side = 15.

Lastly, there is the diamond formation. For this formation it is also necessary
to inform the number of robots per side. Figures 7 and 8 present the diamond
formation with side= 6 and side= 15.

Fig. 7. Generated scenario with the
parameter formation = ‘diamond’ and
side = 6.

Fig. 8. Generated scenario with the
parameter formation= ‘diamond’ and
side = 15.

Like the side parameter, the completed parameter is used when the for-
mation parameter is one of the options: wedge, square and diamond. Figure 9
exemplify the wedge formation with parameter completed= ‘yes’. Figure 3 exem-
plify wedge formation with the parameter completed= ‘no’. Figure 11 shows an
example when using side= 45 and completed= ‘yes’. In this case the total of
1035 robots is obtained.

In addition, when the formation parameter is one of the options: wedge,
square and diamond, a leader may be necessary. Figure 10 present an example
for wedge formation, with the leader= ‘yes’ parameter. The leader has a format
different from the other robots and always has the color red. The leader can
be configured with 1 sonar sensor or 3 sonar sensors. The leader sonar sensor
parameter allows the value 0 to be entered, when no sonar sensor will be used,
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Fig. 9. Generated scenario with the
parameter completed = ‘yes’ and for-
mation = ‘wedge’.

Fig. 10. Generated scenario with the
parameter leader = ‘yes’ and forma-
tion = ‘wedge’.

Fig. 11. Generated scenario with the parameter formation= ‘wedge’, side = 45, com-
pleted = ‘yes’ (1035 robots).

1 when 1 sonar sensor is used, and 3 when 3 sonar sensors are used for the
leader robot. Figures 12 and 13 present scenarios where the leader has 1 sonar
sensor and 3 sonar sensors, respectively.

It is also possible to choose to use a laser sensor to the leader. In this case,
the leader laser sensor parameter only allows the value no to indicate that a
laser sensor will not be used or yes to indicate that a laser sensor will be used.
It is not possible to use a sonar and laser sensor at the same time, and it is only
necessary to choose one of the two types of sensors. Figure 14 presents a scenario
where the leader has a laser sensor.
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Fig. 12. Generated scenario with
the parameter leader = ‘yes’ and
leader sonar sensor = 1.

Fig. 13. Generated scenario with
the parameter leader = ‘yes’ and
leader sonar sensor = 3.

Fig. 14. Generated scenario with the parameter leader = ‘yes’ and
leader laser sensor = 1.

3 Application Example of Swarm Stage

The purpose of this demonstration is to present how the swarm stage ros package
makes working with swarms of robots simpler and focuses on the application and
not on the required configurations. More complex examples can be realized from
that basis, such as the factory scenario shown in Fig. 15 which has its inspiration
in Fig. 16.

In this scenario, when some cargo arrives in Incoming cargo, it is made avail-
able in the Checking sector to be inspected and then stored. If the merchandise
goes through the inspection, it can be stored in Warehouse. Warehouse has eight
racks and four corridors between them, where the robots can move in one direc-
tion. To fulfill a customer’s request, the order is taken from the Warehouse rack
and available in Staging. Upon withdrawal of the Staging, the cargo is loaded
into the Outgoing cargo. If in any of these situations the robot should go to
Charging Station if its battery is not enough or it is taken to the Maintenance
sector for repairs when necessary.
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Fig. 15. Virtual experimentation scenario for the factory experiment.

Fig. 16. Diagram - real warehouse.

Another example of a factory with two production lines, as shown in Fig. 17.
The approach evaluation is performed with a group of mobile robots to execute
the cleaning services in an industrial plant with specific group requirements,
aiming to maintain the agents’ formation to expand the cleaning area. The group
is composed of thirteen vacuum cleaner robots and a leader equipped with a 2D
laser scanner, and followers do not have any sensors.
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Fig. 17. Virtual experimentation scenario with ∧ formation.

3.1 Formation

This example application addresses the position control of 20 robots forming the
square formation. For this, the 20 robots need to form the design of a cross. The
swarm.yaml file for this scenario is presented in Listing 1.3.

Listing 1.3. Parameterization for the position control environment

1 swarm:

2 formation: ’square ’ #no , wedge , square or diamond

3 robots: 0 #used to "no" formation

4 random_colors: ’yes’ #yes or no

5 side: 6 #number of robots per side

6 completed: ’no’ #when used formation

7 leader: ’no’ #yes or no

8 leader_sonar_sensor: 0 #0, 1 or 3

9 leader_laser_sensor: ’no’ #yes or no

10 other_robots_sonar_sensor: 0 #0, 1 or 3, use this field for formation = ’no’

11 other_robots_laser_sensor: ’no’ #yes or no

12 scenario: ’stadium ’ #stadium , forest or hospital

13 position_controller: ’yes’ #yes or no

14 reference: ’relative ’ #relative(odom) or global

15 publish_tf: ’yes’ #yes or no , use this field when reference = "relative"

16
17 run: yes

As the position controller parameter is yes, at the end of processing the
controller.launch file is generated with a node calling the posctrl program for
each robot and a node calling the controller program. This program calculate
the position of each robot in order to form the cross, so that there are no collisions
between the robots. Thus, each side of the square formation forms an edge of
the resulting cross. It is also important to note that the position of each robot
is published in a topic with the name of the robot, for example: /robot 0.

On the other hand, the posctrl program subscribes to the topic with the
name of the robot, for example, /robot 0 and publishes in its cmd vel topic.
Upon receiving a message, the subCallback() method is invoked. This method
is responsible for receiving the desired position to which the robot should go.
For this, it calculates the linear and angular distance from the point where the
robot is currently on the map. Thus, it is possible to calculate the linear and
angular velocities that the robot needs to execute to reach its destination. The
result obtained is shown in Fig. 18. The time took by the simulation was three
minutes and 27 s.
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(a) (b)

(c) (d)

Fig. 18. Formation square becoming a cross.

4 Analysis

The Table 1 presents the analysis of the use of RAM in kilobytes, where is eval-
uated a robot swarm with square formation without a leader. The first column
of the table shows the number of robots used in the experiment. The second
column presents the use of RAM using a scenario without the use of sensors.
The third column presents the result using sonar sensor, the fourth column with
three sonar sensors and the fifth column with laser sensor only. Finally, the last
column displays the result using the position controller parameter with a value
of yes. In this case reference was used as relative and publish tf as yes. RAM
consumption information was obtained using the smem7 tool from Linux.

It is noticed that the increase in RAM is more significant when the increment
of sensors occurs for the number of robots from 240. In this case, the consumption
of RAM increases around 9% when added to the scenario one sonar sensor; 14%
with three sonars and 10% with one laser sensor.

In relation to the use of the position controller, we can see that the increase in
the use of RAM is already significant from 12 robots, where there is an increase
of 28% in relation to the scenario without any control and sensor; this adds up to
7 https://www.selenic.com/smem/.

https://www.selenic.com/smem/
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Table 1. Computational analysis (kilobytes)

# robots Without
sensor

With
sonar

With 3
sonars

With
LIDAR

With pose
controller

1 127.043 127.427 127.418 127.286 132.049

12 129.635 130.082 130.004 130.328 166.381

120 152.797 156.964 160.457 158.293 668.327

240 177.930 193.840 202.133 195.538 1.100.053

337% when the number of robots is 120 and 518% when the number of robots
is 240.

Already the memory consumption, for the same scenario, just now watch-
ing the number of robots suffers a significant increase from 120 robots. In the
sensorless situation, when using 120 robots, there is a 20% increase of memory
concerning the scenario with one robot. Even for the scene of 240 robots, the
growth is 40%. For the sensor scenarios, what is a more remarkable increase is
the scenario with three sonars, where for 120 robots, in relation to the scenario
with one robot, there is an increase of 26% of memory consumption and for 240
robots that percentage goes to 59%.

Finally, analyzing the position controller about the number of robots, con-
sidering the scenario with one robot for the situation with 12 robots, we already
have a 26% increase in memory consumption. This increase goes to 406% when
the number of robots is 120 and 733% when the number of robots is 240.

5 Conclusions

The experimentation with robot swarm can be a time-consuming and tedious
task if there is no automated help to set up the simulation environment and to
start its execution. This paper aimed to show a novel ROS package to solve this
issue. This package performs easy environment setup through a parametrization
script to determine the number of robots, perception systems, position or velocity
controller, local or global reference, industrial scenario, and initial formation.

An estimative of memory consumption is discussed to allow the users to pre-
dict the required resources to specific experimentation. However, robot quantity
is the dependent of the computer capacity to execute individual resources, since
each robot will require more computational it. For example, to simulate a swarm
with 120 robots, all with sonar sensors and position control, the usage of RAM
needed is 668.327 Kb.

The swarm stage ros package can support researches and educational activi-
ties, even in complex situations. Future works will demonstrate the development
of more scenarios and the possibility of subgroups of robots, with the potential
of a leader for each subset and also the integration of other types of sensors
besides the laser and sonar are possible.
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Abstract. Autonomous mobile transport systems are a crucial part of
flexible factory logistics enabling a highly-adaptable industrial produc-
tion organization. Edge computing bares the potential to support com-
missioning and operation of these mobile robots through offloading com-
putation in a very flexible and scalable manner. Among these benefits,
less onboard computation means also less energy consumption and longer
operation durations. In order to evaluate the specific effects of offloading
computing following the Software as a Service principle, we consider dif-
ferent software service distribution scenarios in terms of real-time critical
navigation as well as additional computer vision functions. We present
an empirically study using and assessing 4G radio networks in order to
realize distributed control scenarios within industrial environments. The
software services are offloaded to the edge following a modern microser-
vice approach. Our results show that onboard computing can be covered
by a low-cost single-board computer and energy consumption can be
reduced by 4.9% to 18.4% through offloading computation depending
on the payload and average velocity. Regarding to additional computer
vision algorithms, the energy savings are even higher.

Keywords: Distributed control · Autonomous mobile robots · Cloud
robotics · Edge computing · Wireless communication networks

1 Introduction

Highly-flexible production systems are characterized by frequent reconfigura-
tion and adaptation towards changing production requirements. This is mainly
driven by shorter product life cycles and ongoing trends of product customiza-
tion, resulting in smaller lot sizes and rearrangement of production processes and
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resources [1]. This trends deeply affect the overall organization of intralogistics.
Static interlinking of particular production stations following a flow principle
turns out to be a crucial bottleneck. Autonomous transport systems (ATSs) take
a key role to close this gap interlinking production stations by flexible sensor-
driven navigation solutions. Technologies regarding path planning, simultaneous
localization and mapping (SLAM) are enabling dynamic collision avoidance, ver-
satile and location-flexible usage as well as further path optimization [2]. Within
the age of Industry 4.0, ATSs have to be considered as cyber-physical systems
with a massive need for communication with other machines, other ATSs and
(superordinate) control systems [3]. Moreover, there is a potential to provide
added value through mobile cognitive services, e.g. visual monitoring, layout
and asset tracking and tracing or automated stock taking. This is facilitated by
a recent performance boost in computer vision (CV) and machine learning tech-
nologies, i.e. especially Deep Learning for visual detection and recognition tasks
[4]. Besides benefits, this technology has a high demand for computation power
[5]. However, local computing power of ATSs is restricted and eating up bat-
tery power. Offloading computation through service-based distributed software
architectures bear additional potential towards a more flexible software deploy-
ment and maintenance through the whole life cycles. Moreover, hardware costs
and energy consumption of the ATSs can also be potentially reduced through
offloading computation. However, the specific empirical effects of offloading com-
putation have only scarcely been investigated so far. Furthermore, reliable and
robust connectivity is a basic prerequisite in the industrial context. Whereas
Wifi typically has practical restrictions in industries, we intend to investigate
the usage of 4G radio networks in this context.

Within this publication, we are introducing an empirical study on the effects
of using edge computing for offloading computation in a 4G radio network
enabling navigation and machine intelligence as a service for ATSs. The study
investigates industrial applicability of this approach addressing the following
research questions:

• What is the expected range on enhancing on-premises energy consumption
and operation time?

• What are remaining requirements for on-premises computing on the ATSs?
• Can 4G meet the demands for industrial connectivity in this context?

The paper is organized as follows: in Sect. 2 we summarize current research in
cloud robotics; in Sect. 3 we introduce our software architecture and explain the
specific software functions; in Sect. 4 we describe the experiments and its results;
finally, we present our conclusion and outline future work in Sect. 5.

2 State of the Art on Virtualized Robot Control

As ATSs can be considered as mobile robots, we provide an overview of cloud
robotics research, i.e. offloading local computation to virtualized infrastructures.
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Cloud robotics is about connecting physical robots with internet-accessible vir-
tualized resources (cloud and edge) in order to support their operation through
external computing and storage. Hence, the robot operation relies on or is sup-
ported by external data, services or programming [6]. In addition, the usage of
external software services in robotics bears the potential for more enhancements:

• Interoperability and connected value-added services (e.g. big data or machine
learning) through unified interfaces;

• Software life cycle: automated deployment and continuous integration (CI);
• Horizontal and vertical scalability as well as redundancies of control architec-

tures;
• Less onboard hardware costs.

As an initial initiative in this field, the DAvinCi framework and its related
project [7] showed the advantages of cloud computing in robotics by paralleliz-
ing and scaling a SLAM algorithm using a Hadoop cluster following a Software
as a Service (SaaS) approach. Later, Kehoe et al. [8] supported a 3D grasp-
ing task for a mobile robot through a robust object detection module based on
Google’s cloud services. In turn, the GostaiNet project [9] enabled to execute
robotic vision and speech algorithms through compatible services in the cloud;
it allowed seamless control of any robots using a web browser and hosted the
services on the GostaiNet robotics cloud.

Previously, the project RoboEarth [10] provided an open-source cloud
robotics framework with shared databases and a cloud engine that enabled robots
to share knowledge and access powerful cloud services. Consequently, the sharing
of information between robots, e.g. maps, was focused using the Robot Operat-
ing System (ROS) as communication middleware suitable for distributed control
and synchronous as well as asynchronous communication. The communication
between robots and a single ROS environment in the cloud was achieved by
using the rosbridge library [11].

More recently, in the context of industry 4.0, the objective of the project
pICASSO [12] was the development of efficiency gains through the flexible pro-
vision of control technology for cyber-physical systems in industrial production.
The existing, monolithic control technology of robot and machine tool controllers
was broken up, modularized and expanded with mechanisms of cloud comput-
ing, such as central data processing and service-oriented software architectures.
This project mainly focused a factory cloud scenario, i.e. edge computing. The
project investigated the related requirements, e.g. latency and package loss, and
available communication principles towards the suitability of common industrial
control services [13]. Further implementations and testing activities aimed for
virtualized motion planning of a robotic manipulator with regards to real-time
requirements. Effects on control performance, availability and scalability were
investigated and documented [14].

In contrast to the existing research, we intend to empirically investigate the
effects of offloading typical navigation and computer vision services for mobile
robots and ATS towards the edge. Whereas 4G and 5G radio networks pro-
vide additional Quality of Service (QoS) and low latencies, we see recent poten-
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tial towards a reliable offloading of real-time critical functions like navigation
as well as extending the function range of mobile robots through the usage of
edge-enabled computer vision services. As a novelty, we aspire to quantitatively
identify standard values for latency requirements as well as revealing demands
towards onboard computation as well as positive effects on the operating dura-
tions through offloading the navigation stack and additional functions.

3 Concept

Within this section, we introduce the overall concept enabling flexible offloading
of specific software functions from running on-premises on the ATSs towards
scalable usage on a virtualized edge platform. As main software functions, we
consider autonomous navigation as well as an optional Deep-Learning-based
environmental analysis. As radio network technology a 4G campus network is
utilized. In the following, we will present architecture and communication as well
as the scope of the considered software functions.

3.1 Distributed Architecture

This section describes the edge-enabled communication structure and architec-
ture for the ATSs. Hardware, such as the ATS, UI devices (tablet, etc.) as well as
the edge server are interconnected following a distributed computation principle

Fig. 1. Connected devices within our distributed control architecture: autonomous
transport systems/mobile robots, edge computing devices for storage and computing
as well as user interfaces (UI)
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(see Fig. 1). At the software architecture level, we are following the microservice
paradigm [15] providing modularized software functions that:

• run independently,
• are covering a small set of functions with a specific focus and
• are supporting decentralization through easy and automatic orchestration,

monitoring and transfer between different infrastructures.

Our microservices are encapsulated in Docker containers that are integrated in
a DevOps pipeline orchestrated through the Kubernetes framework.

3.2 Communication Middleware

We are using ROS as basic communication middleware supporting distributed
synchronous (ROS services) and asynchronous communication (ROS topics) as
well as data storage. The ROS framework was enhanced by security functions in
order to secure communication on the network and transport layer. The usage
of ROS simplifies the declaration and implementation of transmitted messages
between units and manages them using a ROS master node. The transmission of
sensor data to another device is done through reading raw data in binary from
the sensor and converting and transferring it to a ROS topic.

3.3 Service Distribution

For safety reasons, basic functions for collision avoidance and people safety are
onboard services on the ATS. These highly time-sensitive functions are realized
by a Programmable Logic Controller (PLC) which is directly connected to the
motor control and the emergency stop.

Autonomous Navigation as a Service. Regarding autonomous navigation,
the only robotic software modules left onboard (on-premises) are ROS nodes for
publishing sensor data, i.e. a 2D Lidar sensor and a camera, and subscribing
Cartesian velocity values for motion control. Hereby, we shortly introduce our
main edge microservices enabling autonomous navigation:

• SLAM: providing simultaneous self-localization and mapping in 2D through
an adaptive Monte Carlo localization (amcl);

• Local Planner: local trajectory roll-out and collision avoidance on the 2D
plane, produces velocity commands to send to the motor nodes of the mobile
base;

• Global Planner: a grid-based high-level path planner that uses the map to
compute an overall path for a robot. Typically, its high level path are passed
to the global planner for execution.

Further edge services include managing the map, planning recovery behaviors
and calculating costmaps.
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Fig. 2. Mobile edge-enabled environmental analysis and stock taking through CNN-
based object detection visualized through colored bounding boxes

Deep-Learning-Based Environment Analysis. Further machine learning
services enabling object detection are located on the edge. Augmenting ATS
with extended machine learning functions can enhance the application scope as
well as optimized logistic operations, e.g. through context-aware behavior. We
are considering a mobile environment analysis and stock taking scenario through
robust object detection based on Convolutional Neural Networks (CNN). The
implemented object detection is based on a Faster R-CNN [16] implemented in
TensorFlow with an Inception-ResNet CNN backbone [17]. This CNN topology
is known for high precision. It was trained towards a customized object dataset.
Figure 2 illustrates an exemplary object detection result including a privacy-
aware anonymization of detected persons following [18].

4 Experiments and Empirical Evaluation

Following the architecture concept in Sect. 3, we implement a test setup involv-
ing an ATS and an edge cloud within a public 4G network environment. The
radio network connectivity was implemented through a 4G USB dongle and a
VPN tunnel. The edge cloud is represented by a factory server equipped with
an OpenStack environment in order to scale and manage virtual machines. The
empirical evaluation took place for a realistic industrial setup in a machine hall.
Initially, we intend to verify if offloading the full navigation stack is feasible
with regard to the resulting latencies. Furthermore, we evaluate the effects on
offloading computation towards on-premises demands for computation as well
as on energy consumption through scenario-based test series. The implemen-
tation of different on-premises and offloaded computing scenarios is supported
by the flexible microservice architecture and service orchestration using Docker
containers.
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4.1 Network Latencies

SLAM, global planning as well as local planning nodes are offloaded towards the
edge server. Whereas the global planner is a non-real-time critical function, local
planning and SLAM are typically real-time critical functions affecting directly
the robot’s mobility. In case of an increased latency, the feedback loop results
in a delayed localization and provision of motion goals. At worst, this leads to
a complete immobility for high latencies. In order to identify specific latency
requirements and the suitability of the edge as computing infrastructure, we
implement a QoS monitoring to enable testing and empirical evaluation of dif-
ferent network and distribution scenarios. Figure 3 is showing the resulting 4G,
map-related latencies for a roundtrip cycle between ATS and edge. The average
latency was x̄ = 43.5 ms with a standard deviation of s = 7.6 ms.

The practical effect of latency regarding to offloaded navigation is a slower
reaction, i.e. dead time, within the closed control loop. For average latencies
below lthresh = 50 ms there is no recognizable effect on the practical motion of
the ATS in comparison to on-premises navigation. We examined further practical
effects by adding artificial latencies to the setup. In terms of latencies that are
slightly greater than approximately lthresh, there is a visual effect when turning
corners, i.e. less efficiency in motion due to delayed motion vector adaption. For
latencies above lcritical = 150 ms this effect results in an overshoot that prevents
the overall operation. The magnitude of this effect depends on the operational
velocity of the ATS. Within our results, we considered an average velocity of
v̄ = 0.4 m/s, which tends to be a common average operation speed in industrial
practice. With regard to slower velocities, an overall operation is still possible
even with greater latencies without any greater restrictions. Ongoing tests con-
firmed these assessments. If one may assume a fixed latency, control commands
may even be optimized to avoid the resulting deviations. As in practical use, the
ATS is relocating itself and tries to dynamically compensate motion deviation
within a feedback loop the motion trajectory may tend to oscillate depending on
the control parameters. Based on additional test results yet to be published, we
do not recommend to offload the navigation stack at all even for small velocities
if the average latencies greater than lcritical = 150 ms.

4.2 On-Premises vs. Offloaded Computation

Within this subsection, we empirically examine the effects of offloading con-
trol functions on the requirements for on-premises computing and energy con-
sumption. However, the total energy consumption might be higher in scenarios
offloading software services towards edge, due to additional energy consumption
of the edge server and even of the 4G communication infrastructure. But in this
specific case, we are interested in positive effects on the operation time through
less on-premises energy consumption of the ATSs.

Setup and Experiment Design. The considered ATS is a Festo Robotino,
i.e. an omnidirectional mobile platform controlled by an industrial PC (PC/104)
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Fig. 3. Exemplary latency map (roundtrip) for an industrial environment: result of a
combination of SLAM and 4G latency measurements between ATS and edge

with an i5 2.4 GHz processor and 16 GB RAM. In addition, the Robotino ATS is
equipped with a Hokuyo URG-04LX 2D Lidar sensor for navigation purposes and
a webcam for CV tasks. In terms of simplification, the usage of the PLC has been
waved within the experiments. The implemented modularized navigation services
are derived from the standard ROS navigation stack including the following
crucial microservices: local path planning, global path planning and SLAM (see
Sect. 3.3). Optionally, we are considering a CNN-based Computer Vision (CV)
function for object detection (see Sect. 3.3).

Within our testing environment the Robotino drove autonomously in a long-
term test between random locations on its map. Within different scenarios, we
implemented navigation and computer vision services on-premises as well as
on the edge, comparing CPU and RAM utilization and energy consumption.
Altogether, a minimum 1000 respective measurements have been recorded over
a period of several hours per scenario.

CPU Load and RAM Utilization. Table 1 is showing the mean average val-
ues of CPU and RAM load for navigation on-premises, navigation and CV on-
premises as well as the offloaded scenario. The measurements were done through
automatic logging using the Unix system monitor tool htop. Implementing both
navigation and computer vision on-premises leads to a constantly full capacity
load for the CPU with obvious negative effects on the performance of the navi-
gation through internal latencies. Whereas offloading the software services leads
to a constant low demand for CPU and RAM, solely navigation on-premises
has a broad scattering of CPU load with a standard deviation of s = 12.3%.
Consequently, the onboard industrial PC could be downgraded within an edge-
controlled scenario.
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Table 1. Onboard CPU and RAM usage for different distribution scenarios of naviga-
tion and computer vision (CV) services

On-premises navigation On-premises navigation & CV Edge offloading

CPU 41.4% 98.7% 12.9%

RAM 1.33 GB 4.11 GB 0.738 GB

Energy Consumption. The energy consumption is measured through the
overall system current that can be accessed through the Robotino API. The
voltage level is constant. Initially, we considered a scenario with an averages
ATS velocity of v̄ = 0.4 m/s. Figure 4 shows the current distribution for the
three earlier mentioned distribution scenarios. It can be observed that the scat-
tering concerning to a solely on-premises navigation also applies for the current.
Considering the mean average values, we can state that through offloading the
navigation stack the energy consumption could be reduced by 10.85% and in
terms of offloading both navigation and computer vision the energy consumption
could be reduced by 38.59%. Certainly, these values only apply to the specific
velocity and payload.

On−Prem Nav On−Prem Nav+CV Edge
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Fig. 4. Boxplot of robot’s system current for on-premises navigation (orange), on-
premises navigation and computer vision (green) as well as edge-offloaded navigation
and computer vision (blue) for an average velocity of v̄ = 0.4 m/s without additional
payload

Therefore, we investigated the overall range of energy savings by adding
experiments with minimum (v = 0 m/s, no payload) and maximum motor
energy consumption (v = 0 m/s, maximum payload). As the maximum velocity
is software-restricted to vmax = 2.78 m/s, we rather simulated the motor load
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through adding maximum payload with regard to driving statically against an
obstacle that was not visible for the Lidar sensor. As the velocity is given the
PID motor controllers provide maximum energy to attain the set values. Fur-
thermore, we identify the amount of current that is needed to feed the basic
functions (sensors, industrial PC) at v = 0 m/s without any additional comput-
ing. Moreover, we distinguish between the current needed for computing and
the motor current. Figure 5 illustrates the resulting energy shares for the full
velocity/payload range.

v = max

v = 0.4 m/s

v = 0 m/s

0% 25% 50% 75% 100%

Energy Consumption 
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   Basic Functions      Nav−Stack       Computer Vision      Motors

Fig. 5. Average percentaged energy shares for basic ATS functions, additional navi-
gation & computer vision services as well as motors, compared for different average
velocities without additional payload and maximum velocity/payload

Discussion. Hence, the potential energy saving for offloading control functions
for navigation ranges between 4.98% and 18.41% and for offloading additional
complex CV it ranges between 20.86% and 53.8% (see Table 2). These findings
can only hardly be transformed into general statements because our considered
scenario is simplified, e.g. we neglect the usage of a on-board safety PLC, and
depends on a specific hardware setup. However, our results proof that offloading
computation towards cloud and edge can extend the operation time of ATS
significantly, especially if additional CV functions are used. For this purpose,
our results represent a rough indication about numeric effects. Our results have
been finally verified through additional test comparing the overall operating
duration within the different scenarios.

With regard to the CNN-based CV, there is another performance-related
advantage through offloading from a CPU computation towards an edge-based
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Table 2. Range of percentaged energy savings (depending on velocity/payload)
through offloading navigation services as well as navigation & CV software services
to the edge

Velocity/payload Max Min

Navigation 4.89% 18.41%

Navigation & CV 20.86% 53.8%

GPU-supported computation. Consequently, there is an overall benefit regard-
ing the computing time that compensates the additional network latency. This
is because the computation of CNNs is highly benefiting from GPU-enabled par-
allelization. In our scenarios, we implement the object detection service on the
edge supported by a Nvidia Tesla K80 GPU. Compared with a local implemen-
tation on the ATS, we measured an acceleration by a factor of more than 10
including the network latencies. However, it is possible to compute CNNs effi-
ciently onboard through dedicated embedded devices, e.g. Nvidia Jetson AGX
Xavier, that rises the overall onboard complexity and power consumption, i.e.
minimum 50 W for the Xavier in normal use cases.

5 Conclusion

We presented a microservice-based architecture for autonomous mobile transport
systems and mobile robots supporting flexible service distribution between usage
on-premises and on an edge server. Different distribution scenarios have been
tested in a real production environment using a public 4G radio network. We
showed that it is feasible to offload the full navigation stack towards the edge in
terms of latencies and resulting delays for the overall control cycle.

Our empirical tests quantitatively prove the advantages of offloading compu-
tation towards the edge in terms of energy consumption and resulting operation
time as well as onboard computing requirements. Despite the qualitative values
only apply for a simplified hardware setup, we can clearly indicate the potential
energy savings for different scenarios and can state that offloading the navigation
computation leads to a longer operation time. This effect is even greater if the
mobile systems use additional functions towards environment analysis, e.g. CV
for object detection. In most cases, especially regarding CNNs the edge is a basic
enabler for the usage of complex CV functions because most of the embedded
PCs on the mobile systems would be overstrained or would provide a bad per-
formance, e.g. concerning to the frame rate. Consequently, in terms of offloading
the on-premises computing requirements could be covered through a low-cost
single-board computer instead of a common industrial PC. That may have a
positive effect on the cost of production of ATSs as well as on the commissioning
duration for software installation and more software related works along the life
cycle.
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Abstract. Recent theoretical developments have revealed that the influ-
ences and efficiency that mobile robots have brought to society in the
last years are incredibly revealing and should be explored in applica-
tions for the benefit of the community and the corporate world. Access
to this technology enables the development of innovative research for
increasingly active industrial environments. This research constitutes a
relatively new area which has emerged from the problems of the industry
that aims to automate activities considered costly efficiently. A common
strategy used to study mobile robots, in production, is to automate work
routines through robots, but specific tasks improve specific works. This
paper proposes a new approach to use a SWARM of mobile robots to
solve problems in the industry based on the bio-inspired solution. The
bacteria can have actions that guarantee the survival of their colony; for
this purpose, a series of measures can be adopted by the bacteria con-
stituting the colony. This approach has been widely adopted in the field
of SWARM of mobile robots with technical and sensory restrictions, to
realize a plausible application in the industrial environment. The results
of the experiment found clear support for the methodology created, and
the bio-inspired SWARM proved to be potentially useful for applications
in real industrial robot solutions conforme artigo [11].

Keywords: Swarm of mobile robot · Cognition mechanism · Bacterial
colony

1 Introduction

A common strategy used to study SWARM of robots is to search inspiration
at nature [10]. Some examples such, ants and bees were a few years ago. This
approach was a started point to think about other organisms that could be
related better with the proposed of this work. The level of simple complexity was
c© Springer Nature Switzerland AG 2020
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the first characteristic sought in these organisms because one of the objectives
of this work is to be based on organisms that have simple cognitive systems or
behaviors to have been implemented in simple mobile robots. The bacterium is
an organism that has the particular features intended for this work. Although
they do not have a formal cognitive system, cognitive behaviors are verified,
for example, searching for source energy, communication for social behavior,
hierarchical organization, collective memory and learning from experience [3,4].

Similarly to living beings, robots can have different levels of complexity. The
ability to “feel” the world is related to the number of available sensors in a robot,
and consequently, the cost of this system is linked to this feature [17]. Eventually,
the appropriate solution involving robotic systems in the industrial environment
is not to increase the complexity of a robot by the number of sensors [12], but
increase the number of robots working collaboratively as in a colony of bacteria,
which can be called SWARM of robots [15]. In such applications, robots must
manage their tasks, coordination, and energy like in a colony of bacteria.

One of the essential improvements in the smart industry is employed artificial
intelligence (AI) to solve problems like communication and auto-formation from
swarm robotics system [2]. The issues like delay in warehousing to delivery,
quality control can benefit itself with this technology, and these problems are
vital for the companies. The industry has heavy demands on adaptive with very
different orders. For example, in the delivery field, each order is unique in terms
of sorting, packing, and delivering. The system to control this situation must be
intelligent to realize the personal requirements and deliver in a correct address,
efficiently and safely. The prediction with cost reduction when uses robotic in the
industry is 40% [13]. A cheaper and intelligent methodology for swarm mobile
robots that could be implemented for a Smart Industry.

A strategy that is becoming increasingly common in industrial environments
is the use of multi-robots approach to do multiple tasks [1]. The mobile robots
used in this work are automatic guided vehicles (AGVs). But, the proposed solu-
tion in this work increases the results based on implementation a methodology
inspired by a bacteria colony, because they are a physiologically simple individ-
ual, very successful in survival for decades and high performance in a large num-
ber of collaborative activities. The approach that is SWARM of mobile robots
inspired in bacteria had never been used in industry solutions. Many similarities
have been observed in this context, for example, many mobile robots looking for
an area to recharge your battery [14] is a similar process that a bacteria colony
search by energy source in nature [16]. The main objective of this work is to
offer a optimize and an efficient solution for the problems in an industry with
a SWARM of robots. A simulation for multiple robots in an industrial environ-
ment inspired in the limitation of an individual and bacteria colony was done
and will be presented. SWARM of mobile robots brings a different approach to
solve problems. The benefits are expected in efficiency (less battery consumption
with the correct time to perform a task), auto formation to execute a different
task, replace a robot is easy and cheap.
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An outline of this paper is as follows. In Sect. 2, a brief state of the art is
presented. Section 3 describes the architecture of the system, namely, bio-inspired
and bacteria cognition. Section 4 is shown a Bio-Inspired System used at this
work. Section 5 describes the application development. Experimental results are
presented in Sect. 5, and finally, Sect. 6 concludes the paper and present the
future works.

2 Related Work

A series of recent studies have indicated that SWARM of robots will be a
great solution for several problems in the industry over the next few years.
Recently applications present efficient and satisfactory results, such as [5], this
work described a modern optimization technique for coordination in the multi-
robot system such as the max-sum algorithm, that has the aim to transport an
item from loading to unloading bays in the warehouse. Here, the crucial compo-
nent is to avoid interference when moving in the environment. The first problem
in this work could be observed because just one task is enabled for a robot,
if something new happens, the task of the robot must be re-planned, and the
empirical methodology was slightly explained. The literature review shows that
a human-swarm interaction (HSI) is closely related to the development of a spe-
cific solution for a successful implementation of multiple robots in logistics and
industrial environments, as in [8] that a survey was developed to show a several
points that should be considered when a SWARM of robots is used in indus-
try environment. This work identifies core concepts needs to design a human
swarm-system and gives an explanation about works that have the same basis
of this paper, such as Bioinspired models, Control Theory. Amorphous Com-
puting and Physical-Inspired. SWARM tasks and behaviors were explained and
guided the experiments of this work, such as the spatial organization, naviga-
tion, and collective decision-making behaviors. An important feature explored
in [8] is communication. Two approaches are presented in this work: first, when
the operator is outside or inside the swarm, second, the communication between
the robots concerning the topology of the swarm network. On the first situation,
it is common to find an operator behind the computer terminal receiving all
information from the swarm. However, some authors have also suggested that
the HSI will also be present in the industry to bring smart solutions [9].

3 System Architecture

The SWARM system was designed considering the evolution of different needs
and configurations that different problems can present. However, the evolution-
ary studies show that the success to this prokaryotic organism is surviving mil-
lions of years on planet earth, is due to the fact of working in collaboration
with other individuals of the same species. A colony of bacteria is the standard
format to find this organism in the nature. One of main reasons bacteria work
collaborative is the difficulty finding energy sources, because the locomotion of
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the bacteria is extremely slow and covers small areas for the perception. In the
Fig. 1(a) has been shown a single robot simulating a bacteria in the huge envi-
ronment to explore alone.

Fig. 1. (a) A single mobile robot equipped with laser scan inserted in a large envi-
ronment. This robot is able to map a small area due to the short range of its laser
sensor. (b) The thirty one robots are enabled to start collective tasks using a strategy
bio-inspired in bacterial colonies.

The bacterium has cognitive mechanisms, as such the process of differen-
tiation (perceiving the presence of food and locomotion up to it) and epige-
netic memory (stored in the genetic code). The bacteria learn from past experi-
ences.,when formed colonies of bacteria, new cognitive mechanisms are observed,
as presented in [3]:

– Chemotaxis - feel the “taste”of the environment. E.g. Bacteria are attracted
by food and repel from regions where the presence of antibiotics is detected;

– Quorum sensins - transmission of messages between the bacteria of the colony
through chemical messages. This mechanism controls the growth pattern of
the colony, and the messages may be attractive or repulsive;

– Sporulation - when the environment in which the bacterium were found is
extremely without energy sources, thus, the colony takes on a spore and stem
format, initiating the process of reproduction. This state is irreversible, a
collective decision is made, whose main objective is the colony’s survival;

– Conjugation - transfer of information extracted from the environment. Type
of sexual behavior (horizontal gene transfer), exchange of knowledge by genes.

The first advantage to use a swarm of robots in industry and in anyone
application is the covered area [15]. Consequently, tasks such as exploration the
environment are fastest than a exploration with a single robot. In the Fig. 1 (b)
thirty one mobile robots show a great area that is covered by a swarm of robots.

The control system implemented to move the robots inside the industrial
plant uses fuzzy logic to define the relations of angular velocity and linear velocity
that must be set. In the Fig. 2 is showed this architecture. A fuzzy controller is
a usually technique to control the movements and direction of robots [6].
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Fig. 2. The control strategy of the leading SWARM robots consists of two Fuzzy sys-
tems (e.g., Fig. 2), where one is responsible for the robot’s position control, while the
other is responsible for the obstacle deviation control.

This fuzzy controller was used in every third one robots of SWARM, whether
obstacles are dynamic (other robots) or fixed. Fuzzy position control kicks in
and begins sending to the robots constantly the speeds linear and angular when
setting the desired point for the robots of SWARM. These inputs act as a key,
where they proceed to the robots according to a task rule.

4 Bacteria-Inspired Smart Behaviour

The behaviors that bacteria have carried out over billions of years have guaran-
teed survival on the earth. The formation of colonies containing several bacteria
is the main characteristic to be highlighted during the evolution of this species.
A fundamental and straightforward cognitive mechanism that was present in
Sect. 3 of bacteria is the “Chemotaxis”, it is responsible to “feel” the environ-
ment and inspired the behavior of the robots in this work. Because the same
activity that a bacteria colony has when it is immersed in a rich food environ-
ment is applied for robots, and when a harmful substance is detected, the colony
must avoid this specific area. In table 1 is possible to verify a similarity between
some features that the robots and bacteria have in common. The planning of this
work is to start to explore some of these behaviors to solve problems founded in
industry, as presented in [7].

5 Application Development

The Bio-inspired SWARM of robots is composed by thirty one mobile robots,
that should be simulated some behaviours from a colony of bacteria. Some cog-
nitive mechanisms had been involved to present the approach of this work that
must be related a swarm of robots and colony bacterial, because the focus is
optimize routine tasks in the industry. However, it is imperative that activities
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Table 1. Analogy between the behaviours of bacteria and robots that was used to
inspired the action of robots

Behaviour Bacteria Robots

Stay alive Find food Find power source

Feel environment Chemical receptors Sensor monitoring

Decision making Quorum sensing Fuzzy logic

Cluster Colony Swarm

Regions to avoid With antibiotic With obstacles

Communication Chemical messages ROS messages

such as loading and unloading are performed with the minimization of errors and
failures. Because, the minor problem can generate relevant amounts of injury.
It was defined some bio principles for this approach. Based on the survival of
a bacterial colony is related to the meeting of energy sources, some premises
were established as the process of differentiation. It was associated with a spe-
cific work that the swarm should be perform. In normal situation the robots are
performing a specific task, in this paper, the SWARM is responsible for picking
up at the warehouse and taking them to the production line.

Fig. 3. Industrial plant.

The use of SWARM of robots in industries involving several processes that
present different layouts. The industrial plant presented in Fig. 3 is an inspiration
for this work, and the control of these robots is prepared for eventual layout
changes.

Using this plant as inspiration was created a simulation environment contain-
ing the four main areas in which SWARM perform their tasks: area (A) robot
parking, area (B) warehouse, (C) charging robot batteries and (D) production
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line. When the robots have not task, they parked in (A). The complete devel-
opment of the task routine performed by SWARM are presented in the Fig. 4.
In the step (I) the SWARM are waiting for instructions to start the activities.
In (II), the robots are moving to charge batteries in area (C). After all robots
have arrived in the zone to recharge the batteries (III), they are able to move on
to the next logistical stage to pick up the spare parts in warehouse, represented
by (IV). After the robots collect the parts (stage (V)), it begins the process
of transporting the material to the production area (D), showed by stage (VI),
representing the last step of the process. When the cycle begin in this moment
and every steps were satisfactorily completed, the system is ready to enter in
the cyclical process. If the robot’s batteries are appropriate level to perform the
tasks, they will continue collecting parts in area (B) warehouse and leading to
area (D) process line. In the sequence, while some robots are still leaving the
spare parts on the production line (stage (VII)), and the remaining robots go to
warehouse to collect more spare parts (stage (VIII)).

Fig. 4. Simulation environment representing: (A) robot parking, (B) warehouse, (C)
charging station and (D) production line area.

Some specific situations are observed during the tasks performed by the
swarm of robots. A commonly seen case occurs during the process in which
spare parts are removed from the warehouse and taken to the production line
one more time. Robots must be able to bypass dynamic obstacles (others robots),
because each robot has a different time for the task between picking a spare part
and taking it to the production line. This situation is observed in the Figs. 5.
A crowded area is expected when different groups of robots (e.g. two SWARM
robots) is moving on opposite directions (stage (I) and (II)) allowing accidents
between the robots.
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Fig. 5. Environment state representation where different groups of SWARMS robots
can collide.

Throughout the operation time, the fuzzy control system is constantly check-
ing for the need for trajectory changes. When an obstacle is detected, the con-
troller inserted in each of the robots is responsible for ensuring the correct
displacement of the robots. In Fig. 5 stage (III) and (IV), the robots start to
detected obstacles and avoid collisions. As the robots perceive each other the
obstacle deviation control is triggered. A crowded area is identified in red area.
The movements must be performed slowly to avoiding possible accidents. In (V)
and (VI) stage, the robots have already surpassed the risk zone, avoiding the
collisions, so that each robot is able to carry out its task safely.

The same fuzzy control was implemented for the robots move inside the
plant and realize the necessary deviations during their journey. A third swarm
of robots may be coming out of the parking (A) and driving to charge the
batteries (C), so there may be the finding of robots in three different directions
as seen in the Fig. 6. Initially, three swarm groups are located in different areas
(I). Subsequently, they start to move (II) to the objective regions. In figure (III)
is observed the approximation between each group of swarm. In stage (IV) it is
observed a crowded region where there is difficulty for locomotion of the robots,
due to possibility of collisions between the swarm robots. In (V) each robot
autonomously avoid the collision driving without interference to its destination.
Finally in step (VI) each robot returns to perform its activity, according to the
group in which it integrates.

The last case study observed in this work refers to fixed obstacles found
in industrial environments. In addition to the robots having to develop their
routine activities, they must be prepared to avoid layout changes in an industrial
plant. In the Fig. 7 is presented the result of the simulation. After the swarm
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Fig. 6. Case study with three swarm groups are located in different areas and subse-
quently, they start to move to complete the group objective.

of robots are stopped (I), they move already needing to realize the deviation of
fixed obstacles found in the plant (II). A large crowded region is observed (III),
because robots need to divert from other robots and fixed obstacles. In step
(IV) the robots find some more fixed obstacles before reaching their destination.
Finally, the robots approach the target area (V) and perform their tasks (VI).

6 Results

The main objective of the work was to develop a behavior of a bio-inspired
SWARM robots on the actions and cognitive mechanisms that bacterial colonies
have developed over thousands of years. The application in the industrial envi-
ronment brought as innovation the possibility of implementing this system con-
sidering that the behavior of bacteria, which are one of the main examples of
success in the species survival, making a parallel with the activities that robots
need to perform in smart factories. The SWARM of robots application, bio-
inspired in bacterial colony behavior proved to be effective, since the cognitive
mechanisms (differentiation) observed by SWARM assisted the execution of sim-
ulated tasks in the virtual environment. The group displacement of the robots,
among all planned areas (parking, loading, warehouse and production line) was
precise and without any failure, the time for execution of each task was appro-
priate with each activity. It is necessary to optimize the implemented fuzzy
controller, because in a situation where the robots detected the frontal collision
with other robots in opposite directions it was noticed some flaws in the process,
causing small collisions, as can be observed in Fig. 8. However all the tasks were
completed. The obstacles used in this work to simulate area to avoid by the the
robots, as the behavior bacteria colony present when the presence of antibiotics
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Fig. 7. Experiment with fixed obstacles in the industrial environment.

Fig. 8. In the Fig. 8 is presented a type of collision that happen. This events was
detected in crossing areas that have robots in different directions.

in environment, proved to be a good solution, but new experiments suggest that
a larger area of inflation should be used in order to reduce the time to divert
obstacles.
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7 Conclusion and Future Work

Algorithms inspired by systems of nature, have been part of decades of the daily
life of researchers around the world. However, a new bio-inspired approach to
bacterial colony to be implemented with SWARM of robots in industrial envi-
ronments has a high degree of innovation in its concepts and methodologies.
The cognitive mechanisms of bacterial colonies evidenced throughout this work
suggest an intimate insight of a bio-inspired approach to the solution of prob-
lems found in the industry and that allow the use of SWARM of mobile robots.
Therefore, the current scenario of the development of technologies for robotic
systems favors and motivates more and more research in this context, therefore,
the conclusions obtained in this work suggest the continuation of this line of
research to obtain even more promising results. Although the robots used for
the SWARM simulation fulfill their final objectives, the tasks could be revised,
making SWARMS of robots specialized for each activity, because depending on
the task a LASER sensor can result in a better performance than a POINT-
CLOUD. The system controller should be improved because the fuzzy controller
proved to be extremely effective in helping to displace the robots in the same
direction, but when placed in opposite directions, the robots, the fuzzy controller
was not able to correct the trajectory and avoid small collisions between robots.
Testing with real robots in laboratories has already begun for a better obser-
vation of the behavior and results achieved, however more experiments are still
lacking for more reliable conclusions. It is expected that in the next work tests
in laboratories and in the industrial environment will be realized
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Abstract. A positioning system based on the combination of various mea-
surements is being developed in order to allow precise UAV navigation on GPS
denied environments. In the case of study, the task is developed near walls in a
closed fully metallic environment with nearly homogeneous floor and walls.
This led up to some interesting challenges. The first one regarding RF signal
transmission on a metallic environment. Secondly, the difficulty of using SLAM
or other computer vision navigation solutions due to the homogeneity of the
walls and floor. Finally, a working place located near walls, where positioning
systems tend to offer worst accuracy. To overcome these challenges, the pro-
posed positioning method combines an Ultra Wide Band (UWB) based system,
for global location, with unidirectional laser range finders, for very precise near-
wall measurements. Moreover, RF transmission on various frequencies and
results of the proposed positioning precision experiments performed are shown
and results analyzed.

Keywords: UAV � GPS denied environments � Positioning � IPS � Ultra Wide
Band � LIDAR

1 Introduction

UAV have become widespread in recent years due to their versatility and the
improvements and new developments regarding batteries, control systems and com-
puting power. This increase in popularity has favored an important improvement of
their capabilities and subsequently their usage.

Positioning systems have also been improving at a similar pace. Nowadays, out-
doors applications can benefit from the availability of satellite based positioning sys-
tems (e.g. GPS, GALILEO, GLONASS or BEIDOU) using new lightweight and
improved refresh rate receivers. This kind of positioning systems offer a variable
accuracy depending on the number of visible satellites but a few meters of error are
expected [1] when enough satellites are on view. This error can be reduced combining
various satellite constellations [2], or using enhanced systems like Differential GPS
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(DGPS), that employs a network of fixed stations with known positions that broadcast
local corrections. Other methods such as visual, inertial or radio-frequency based
solutions [3], as well as barometers to measure the height can be used to improve
positioning accuracy even further.

Indoor applications, on the other hand, have to rely on other positioning methods,
as the satellite signal cannot reach there. Added to this, the confined and limited
workspace imply, in general, tighter tolerances for flight plans and the need for higher
accuracy in order to avoid obstacle collision. This leads to the need for better posi-
tioning systems and more precise navigation control for the UAV to operate with the
desired level of safety.

There are several wireless technologies that can be employed to measure the
position of a UAV flying indoors. However, despite the technology they are based on,
there are at least two hardware components involved: a signal transmitter and a mea-
suring unit, that is responsible for the position calculation. In general, one of the two
parts remain on a fixed and known position and the other is attached to the vehicle. The
main characteristics that define Indoor Positioning Systems (IPS) are two: the method
they use to estimate the position and the physical layer employed.

Accuracy and refresh rate requirements, among others, should be used to select an
appropriate IPS for a particular task. For the selection phase, the IPS can be considered
from two perspectives, the measurement approach and the positioning algorithm. There
are multiple approaches to measure distances, generally divided into time-based,
power-based and angle-based [4]. The latter is not commonly used in IPS, as it requires
additional specialized hardware. Power-based estimations such as Received Signal
Strength Indicator (RSSI), that measure signal strength on the receiver side of an RF
signal, attenuate with the distance travelled. Moreover, these measurements tend to be
very sensitive to multipath propagation, and translation into distance tend to be inac-
curate and environment dependent [5]. Within those based in time, Time of Arrival
(ToA) is one of the more well-known, and it is based on the measurement of the time
elapsed by the signal to reach the receiver from the transmitter. There are numerous
variants based on ToA that differ on the way to synchronize transmitter and receiver
and others that combine it with other techniques to improve accuracy [6].

The algorithm accuracy tends to be in line with the time employed to calculate the
position, which implies that higher accuracy leads to longer times or more requirements
for computing power. This usually translates into a decrement of the refresh rate of
position information or an increase of computing power and, subsequently, weight and
power consumption, of the measurement unit.

Regarding the physical layer used for location, IPS can be based among others on
light (visible, or invisible like infrared), sound (audible and ultrasonic), magnetic field
(natural and artificially generated) and RF (Bluetooth, Wi-Fi, UWB, etc.). In [7] and
more recently [8] a survey of the most relevant IPS available have been compiled with
a classification and a comparison of their main characteristics. The weight that a UAV
can carry also need to be considered, but the environment and task requirements play
the most significant role in the IPS technology selection.
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1.1 Environment Requirements

One of the defining factors for the IPS is the working environment, as it has significant
impact over the method performance and UAV requirements. In this regard, the pre-
sented work will be carried out within a ship. This introduces some constraints for the
UAV itself such as size limitation caused by the hatch openings to access the operating
spaces.

However, one constraint that stands out among the others is the building material.
Ships are mainly build using steel, so every compartment within them is the equivalent
of a giant metallic cage. This results in distorted magnetic earth field, which leads to
errors with the interpretation of signals from the magnetic part of the IMU, inducing
position and orientation measurement errors. It can also generate rebounds, multipath
problems, etc. affecting the wireless signal commonly used with UAV and also the IPS
wireless signal for measurement or communication.

1.2 Task Requirements

The IPS developed should adapt to the working environment as well as to the desired
task. The presented method focuses on UAV works near walls, like inspection or
thickness measurement, that requires very good accuracy on the IPS, a suitable and
specifically designed UAV and a control system capable of maintaining the position
dealing with the disturbances generated by the UAV near the wall.

As been said, IPS generally tend to offer better accuracy on the central part of the
room and worsen approaching the walls [9, 10]. This is usually caused by signal loss,
rebounds or other distortions on the wireless transmitted signal. All these effects,
coupled with high required accuracy to avoid collisions while flying the UAV close to
the walls, generates a challenge for the IPS and the UAV that the presented approach
will try to overcome.

1.3 Related Work

A lot of work has been done developing IPS in the recent years, with proliferation of
wireless network infrastructure on buildings. This ease the implementation of the
positioning systems and reduces cost. However, most of them are focused on posi-
tioning people or objects [11]. These approaches do not offer the required accuracy,
refresh rate and low delay required to perform an UAV flight relying on them.

Works focused on UAV IPS are mainly based on UWB positioning systems [12],
since it does not affect other wireless links. UWB uses short pulses over a wide
spectrum and it can be fast enough for UAV locating purposes. Vision-based solutions
employing LIDAR [13] or laser beams [14] are also popular and generally combined
with inertial systems [15] or UWB [16] to increase accuracy and reliability of the
positions obtained.

Regarding the UAV platform there are some UAV specifically designed or adapted
for inspection [17], and other wall contact specific tasks [18]. Some of them are even
capable of wall climbing [19] or rotor tilting to access difficult to reach spots [20].
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2 Proposed Solution

In this section a detailed description of our proposed solution will be made. Most
relevant characteristics of the positioning system and UAV will be explained. More-
over, the foundations behind the component selection and the development of the
positioning system are explained.

2.1 UAV Platform

In order to test the proposed positioning system, and to be able to develop real tests of
precision tasks near walls, a UAV was selected, instrumented and improved for our
purposes. The platform selected is shown in Fig. 1 and the reasons behind its main
characteristics selection will be explained below.

Fig. 1. Octocopter selected fully extended and folded for transportation
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With safety in mind we opted for an octocopter, since with this configuration,
adequate motor sizing and a well-tuned controller, the UAV is able to overcome a
single rotor failure and land safely. To be able access and transport the UAV to the
working places in the ships innards, we have selected a foldable structure that can
easily be carried through the hatches.

The total dimensions of the folded UAV are 1070 mm long, 455 mm wide and
145 mm tall and it offers a standard 155 mm rail for attaching the required extra
equipment. The propellers are rotated by brushless electric motors, and are foldable too
in order to further reduce total size of folded UAV. The propellers being foldable also
help with the safety of the platform in case of an incident. In the current configuration
this platform can carry up to 5 kg of additional load for the intended task.

On Board Equipment. A Pixhawk autopilot was selected for low level control of the
UAV since it is open source and this allows the extension of their functionalities to
better suit the proposed task needs. Radio link for manual control between RC con-
troller and vehicle is based on digital 2.4 GHz commercial equipment. For inspection
and control purposes a camera and a real time video transmitter are used, with a
working radio-frequency that will be selected based on results from tests on the real
working environment performed with commercially available alternatives.

High level control of the UAV for more complex autonomous behaviors and
positioning system calculations are performed in an Intel NUC i5 mini pc, attached to
the underside of the vehicle. To power the propulsion system, the mini PC and other
platform subsystems, a battery made up of two 6 cell, 8 Ah lithium polymer batteries,
connected in parallel is used.

The rest of the equipment to be carried on board will be determined by the specific
requirements for the intended task. In our case, for thickness measurement, purposes a
retractable carbon fiber stick is mounted with a custom 3D printed support to the
155 mm rails. This is made in order to allow the stick to touch the wall despite small
movements of the UAV and it demonstrates the possibility of carrying a tool like an
ultrasonic thickness measurement probe.

2.2 Positioning System

In order to fulfill all the requirements previously explained and to perform autono-
mously precision tasks near walls, a high accuracy positioning system is needed. Due
to the early mentioned task and working environment constraints, the proposed solution
is based on the combination of UWB and punctual LIDAR sensors, as will be
explained next.

UWB Based IPS. There are several commercially available UWB indoor positioning
systems. After a careful study of alternatives, the Pozyx system was selected. This IPS
consists on various anchors that are located on known predefined positions and serve as
base for the positioning of the moving tags.

Employing a Two Way Ranging (TWR) technique, distances between tag and
anchors are calculated, and tag location determined by triangulation with them. TWR
offers an advantage over TDoA, as it does not need synchronization between tag and

Positioning System for UAV Precision Tasks Near Walls in GPS Denied 319



anchor. On the other hand, the time consumed is higher and this leads to a limitation on
the number of tags that can be used on a system simultaneously.

At least three anchors are required to obtain a position from this UWB system, and
four is the minimum number recommended by the manufacturer. A large number of
anchors can offer better results, especially when some of them are shaded out due to
interference with other objects (UAV frame, people, etc.) but this also increases the
complexity of the triangulation. Up to eight anchors are allowed in this system. The
anchors should be in line of sight with the tag for optimal performance. The recom-
mended setup is with anchors around and the tag in the middle. Expected accuracy is
between 50–150 mm, with less accurate measurements near walls.

LIDAR Based IPS. Because of UWB technology limitations near walls, a comple-
mentary positioning system is required. Taking into account that the critical mea-
surement to guarantee a safe operation is the distance to the wall, a punctual LIDAR
based system was developed. Three LIDAR sensors were arranged, one of them hor-
izontal and facing forward on the UAV. The other two are symmetrical, with a hori-
zontal angle of 30° from the central one and pointing down with an angle of 21°.

Calculating Distance and Angle to the Wall. To be able to perform precision tasks
near the wall, angle and distance information between the UAV and the wall need to be
determined with very good accuracy and low latency.

Distance information can be obtained from both positioning systems but with dif-
ferent performances. UWB offers worse position estimations when the UAV is close to
walls, LIDAR based one works better near walls, and has higher refresh rate. UWB
accuracy can be challenged by anchor shading, and LIDAR only works in a constrained
orientation between UAV and wall. These redundant but complementary behaviors can
be merged to increase the accuracy over the whole working area.

Regarding the angular heading information, this can generally be calculated out-
doors using the magnetometer of an IMU. Metallic walls of the ship generate distor-
tions on the earth magnetic field, causing orientation errors on such IMU-based
estimation. The proposed LIDAR array offer a good alternative for this estimation.

Distance Estimation Using UWB. UWB reference system is used for all the calcula-
tions as it serves as the base for the developed enhanced IPS. Walls on interior ship
locations are generally flat surfaces. Assuming a wall as a plane that cuts the coordinate
axis on points a on x axis, b on y and c on z, it can be defined by the expression:

1
a
xþ 1

b
yþ 1

c
z ¼ 1 ð1Þ

Then the distance d between wall and UAV can be calculated as:

d ¼ ~P � ~n� D ð2Þ

being P the UWB based, UAV position vector, n the unitary normal vector to the wall,
and D the distance from the wall plane to the origin.
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Distance Estimation Using LIDAR. The LIDAR array is designed so all the directions
converge in a point, exactly where the antenna of the UWB is located, as can be seen in
Fig. 2.

In order to simplify calculations, some reasoned assumptions are made. The first one
is related to the wall: we defined it as generic plane previously and from this point on
we will assume that it is vertical, as it is the case in most scenarios. The second
assumption will be that pitch angle between the wall and the UAV (b in Fig. 3) is zero:
during normal operation the pitch angle of the UAV should be very small as every
variation of orientation from the horizontal is translated into a displacement; separation
between the wall and UAV will be small too.

We can formulate an equation system to obtain distance d and angle a between
UAV and wall, using measurements obtained from the LIDAR sensors (dc, dl and dr):

Fig. 2. Top view of the LIDAR and horizontal angle a between UAV and wall

Fig. 3. Lateral view of the LIDAR and vertical angle b between UAV and wall

Positioning System for UAV Precision Tasks Near Walls in GPS Denied 321



d ¼ dc cos a ð3Þ
d ¼ dl cos 30� að Þ ð4Þ
d ¼ dr cos 30þ að Þ ð5Þ

This is a nonlinear, overdetermined equation system. An iterative approach can be
used to solve this system, in order to minimize a previously defined error vector. In the
proposed method, however, an approximate solution to this equation system is
obtained, directly solving a from the last two equations:

a ¼ tan�1 dl � dr
dl þ dr

� �
ð6Þ

and calculating d from dc and a on the first equation.
Using these equations, the measurements from both positioning systems can be

compared and yaw angle between wall and UAV obtained. This angle cannot be
calculated using the IMU due to the magnetic distortions of the working environment.

3 Testing and Results

In this section a series of test will be described and the results analyzed in order to
evaluate the performance of the proposed solution.

3.1 Test Description

Three tests were designed to evaluate possible problems or interferences between the
multiple wireless links used, to analyze the accuracy of the UWB system, and to
compare UWB and LIDAR based positioning systems working on near wall tasks.

RF Test. The first of the tests involved the three wireless links usually used in a UAV:
control, telemetry and video. A measurement of signal strength will be performed in
various points of the working environment: a fully closed ship compartment. A col-
lection of commercially available frequencies has been chosen to determine the best
working ones on this environment.

This test was performed prior to any flight to detect possible problems with the
wireless links, and to guarantee a safe operation where the pilot can take manual
control at any time.

Static Positioning Accuracy Test. The second test was performed to evaluate the real
accuracy obtained using the UWB positioning system on the real working environment.
This test consisted of four independent measurements took in the working area as
shown in Fig. 4. Four anchors were used on the corners of the room.

322 F. Orjales et al.



Wall Distance Approaching Test. This test was performed to evaluate the differences
between both positioning systems and the accuracy obtained on the measurements of
the distance between the wall and the UAV.

It consists of an approximation movement approaching the wall at a constant height
with the LIDAR array parallel to the ground, a waiting period and a return to the
original position. This reproduces the sequence of movements to perform an ultrasonic
thickness measurement.

3.2 Results

RF Test. In the first place, the RC control link was tested on different points of the
working environment. The RSSI of the signal was good, over 80% during all the test
process including the corners and the control signals transmitted without problems.

After that, the telemetry link to the ground station was tested in the same fashion,
there were some dropped packets on the more distant positions but the connection was
stable and reliable.

Finally, the real time video link test was performed using three different RF bands
and various antennae types, including circularly polarized ones, that help rejecting
multipath signals. While RSSI seemed right, video quality was poor with noise and
interruptions. Even using the less powerful transmitter with the higher frequency the
results were far from good due to the rebounds affecting the analog video signal.

In future tests, both a digital video link and an analog transmitter with pro-
grammable output power will be tested to evaluate their performance on this
environment.

Static Positioning Test. The anchors were situated precisely on the designed position.
After powering up all of them, the tag was connected and situated on the defined
position for at least thirty seconds. Position estimation results are shown in Table 1.

Fig. 4. Anchor position and measurement points for static positioning accuracy test
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The estimated positions have sometimes an error bigger than 150 mm, which is the
error margin specified by the manufacturer. This error could be caused by shading one
or more anchors. If that is the case it could be compensated by adding more anchors in
the surroundings. Despite this, in points 1 and 3 although with good and stable position
measure, the accuracy is not enough to perform an approximation maneuver to a wall.

Wall Distance Approaching Test. This last test was performed just after the static
position, using the same anchor configuration and the results are shown on Fig. 5.

Three signals are presented: the wall distance calculated using the described method
for the UWB and the LIDAR and the UWB height estimation. At first glance, it can be
seen that the UWB measurements present some errors with points where the height
signal goes to negative values instantly.

This could be caused by triangulation problems when one of the anchors is
obstructed by the UAV frame or due to rebounds or artifacts caused by the walls. These

Table 1. Static positioning accuracy results (measurements in mm)

Number Real position Estimated position Mean error Standard deviation

1 (1000, −1000) (1004.83, −981.93) 45.76 29.18
2 (3000, −1000) (3108.70, −778.32) 304.82 130.43
3 (3000, −2000) (3018.41, −1982.75) 39.35 33.75
4 (1000, −2000) (840.55, −1899.88) 195.35 54.28
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errors could be filtered out, however finding the true cause of the problem could
improve the end results for the future work with this positioning system.

4 Conclusions

In this paper a positioning system for the use of UAV near walls in GPS denied and
metallic environments is presented. The system proposed relies on the combination of
an UWB for global localization and a LIDAR array for precision near-wall location.

Real tests were performed on the working environment, a metal compartment inside
a ship, in order to evaluate the performance of the wireless links, the accuracy of the
positioning system and its robustness. Some problems were detected with real time
analog video that potentially could be solved using an analog transmitter with less
output power to reduce the rebounds or a digital video link. The rest of the wireless
communications offered good results.

Regarding the positioning system, the static tests of the UWB were less accurate
than expected and the moving tests near the wall suffered from errors that need to be
solved before attempting autonomous missions. More tests will be performed with a
higher number of anchors to eliminate the possibility of a triangulation error if
something, like the UAV frame, obscure one of them.
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Abstract. This paper introduces the mobile robot CRAS (Climbing
Robot for Autonomous inSpection) for autonomous NDT inspection of
weld beads from industrial super-duplex steel vessels. The surfaces to
be inspected are under high temperature (80 ◦C–135 ◦C) and the inspec-
tion is based on ultrasound. CRAS presents magnetic wheels as adhe-
sion method and a perception system able to identify and follow weld
beads. This paper approaches some current challenges for such inspection
mainly due high temperatures and adopted solutions as well as future
steps of CRAS development.

Keywords: Autonomous mobile robot · High temperature · Magnetic
adhesion · Weld inspection

1 Introduction

The integrity of oil storage tanks is an important concerning in the petrochemical
industry. Failure to do regular maintenance procedures can result in disasters
carrying environmental and material damage, as well as presenting risks for the
workers.

Storage tanks must regularly undergo inner and outer inspection, regarding
structural faults like cracks, corrosion, weld defects, and other types of material
degradation need to be identified as quickly as possible to avoid catastrophic
failures. The traditional method for internal inspection requires an empty and
clean tank. This imply to temporarily transfer all the product volume inside the
tank to be inspected to another tank. Residues must also be removed. Water is
used to wash the tanks for better sanitation. Then, exhausts are used to remove
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gases that may remain inside the tanks. All these precautions are needed to
protect the people inspecting the tank so that they do not breathe chemicals
that may bring harm, as can be seen in [14].

Inspection in storage tanks is usually done through ultrasonic Non-
Destructive Test (NDT). Ultrasonic inspection means emitting sound waves in
high frequency through a material to detect the echo coming back from changes
of medium. Concerning weld inspection, the echos may come from flaws in the
weld bead like cracks, porosity or lack of fusion. The ultrasound monitoring
equipment can be calibrated assuring all defects can be pinpointed and dimen-
sioned. The inspection using phased-array takes a step further using more than
one source of ultrasound arranged in a line or matrix. The emitted waves compose
a wavefront that can be directed towards a specific angle, and the resulting echo
allows the generation of an image representing the section of weld bead inspected.
For mobile inspection robots, the ultrasonic hardware is usually attached at the
bottom of the robot, lowering the wedge and transducer to the weld when exam-
ining. More about NDT inspection can be found at [1]. Ultrasound signals are
highly dependant on the medium due to the acoustic impedance. Changes in
temperature, material, density, and wave frequency may affect the velocity of
sound. A temperature gradient in the material may even direct the sound wave
away from a flaw. Thus, ultrasound inspection under high temperature condi-
tions impose several challenges to autonomous robotic inspection. In this paper,
high-temperature is defined by the range of temperature between 80 ◦C and
135 ◦C. In the literature, this range may be defined as up to 300 ◦C.

The use and relevance of mobile robots have been growing in areas where
there is human labor in dangerous or unhealthy environments. In the inspection
of spherical tanks of LPG (Liquefied Petroleum Gas), the inspector is exposed
to toxic substances in a highly explosive environment. Therefore, in addition
to improving the quality of the inspection process, inspection robots make the
inspectors’ work a lot safer. The use of robots for inspection also makes work
more efficient and reduces operational costs, since it minimizes the exposure
of workers in hazardous or difficult to reach environments. Inspection robots,
according to [10], can be classified by their mechanism of adhesion and loco-
motion. As for the adhesion mechanism, we can mention: magnetic, pneumatic,
mechanical, electrostatic, and chemical. As for the type of movement: arms/legs,
wheels, guides, and tracks.

Several inspection robots have been addressed in academy and industry, as in
[2], where a magnetic climber robot is used to inspect marine vessels. Due to the
size and carrying capacity of the robot, the inspection is carried out by a camera
that sends information wirelessly to a control station. In addition to performing
image processing, the station control commands the entire movement of the
inspection robot. This type of solution that presents only the video inspection
is an useless solution for oil tanks.

In order to improve the maneuverability and mechanical stability of the
inspection robots, an omnidirectional climber robot, the omniclimber, for inspec-
tion of flat or convex ferromagnetic structures is proposed in [12]. The omni-
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climber has excellent maneuverability and adaptability for various structures
with different curvature and thickness, even with omnidirectional magnetic
wheels. The only problem is the load capacity that the robot can undergo. In a
test made with the omniclimber, in a structure of thickness 3 mm, it is capable
of carrying only 370 g. This load capacity must be shared with the inspection
hardware and other possible sensors for localization and navigation.

Inspection robots need to drive over the structure of focus. How good it per-
forms this job depends on its degree of mobility. According to [11], the degree of
mobility is the freedom of movement of a robot. Therefore, mobility is character-
ized by two factors: the type of wheels and their arrangement on a mechanical
topology. The degree of drivability is the number of steerable center wheels that
can be moved independently to move a robot. In short, the degree of maneuver-
ability represents the degrees of freedom of a robot, that is, the ability to freely
position the Instantaneous Center of Rotation (ICR). The ICR is the intersec-
tion of the wheel’s axes of a robot and represents the radius of the curvature of
the movement to be performed according to the arrangement of the wheels.

LASCA (Laboratory of Automation and Advanced Control Systems), from
Federal University of Technology - Paraná (UTFPR), has developed a robot for
ultrasonic inspections in oil storage tanks [5,9,13,15]. The first version of the
project was called AIR (Autonomous Inspection Robot) back when the high-
temperature inspection was not a requirement, and the robot’s job was only
to perform room temperature weld-bead inspection. Older papers are describ-
ing it refers to the project by this name. Its topology is aimed at improving
maneuverability and magnetic adhesion.

The robot is currently on its second version, and another new and final ver-
sion of the robot is envisioned. Now, the development received a new focus on the
ultrasonic inspection of high-temperature vessels. This new project is the focus
of this paper, and the new robot explicitly made for high-temperature inspection
is called Climbing Robot for Autonomous inSpection (CRAS). High tempera-
ture changes the magnetic permeability of the metal, affecting the wheels’ force
of adhesion, which was countered by developing new wheels with stronger mag-
nets. The heat also changes how the ultrasonic inspection behaves by refracting,
attenuating and slowing the acoustic front wave. The inspection problem will be
approached in the last section.

2 Robot Description

In this section, the Climbing Robot for Autonomous inSpection (CRAS), shown
in Fig. 1a, will be presented. The CRAS is being developed at LASCA, which is a
research laboratory in the areas of automation, control and system optimization
located at UTFPR - Curitiba, Brazil.

2.1 Topology

CRAS is designed to have high maneuverability over metal surfaces, according
to [7]. It is a climbing robot with four directional independent magnetic wheels.
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The CRAS has four wheels due to the safety standards required for tank inspec-
tion since there must be guarantees that the robot will not detach during its
navigation. If the robot had only three wheels, there would be a reduction of the
total adhesion force of the robot, which could cause a fall due to the possibility of
some wheel detaching (for example, because of the decrease in the magnetic field
of the wheel when going over a weld bead). The design of the magnetic wheels
was proposed by [8]. The chassis in the form a bipartite diamond is responsible to
provide suspension to the wheels by bending and following the curvature of the
surface the robot is navigating. The CRAS topology is shown in Fig. 1b. Each
robot’s wheel has a brushless motor and a servo motor. The brushless motors
are responsible for the movement of the robot, while the servo motors define the
direction of movement. The robot’s maximum velocity is 1 m/s, though it can
be set as higher at the expense of torque.

(a) (b)

Fig. 1. CRAS: a: robot and b: topology.

2.2 Adhesion System

The magnetic wheels are composed of two permanent annular magnets made of
an alloy of neodymium, iron and boron (NdFeB). The magnets are positioned
between two SAE 1020 steel discs and attached by screws (Fig. 2), where both
the steel discs and the screws were chosen by their low magnetic permeability.
The low permeability allows the magnetic flux to better travel the metal surface,
ensuring a higher adhesion strength to the surface, reaching 40 kgf by wheel [7,8].
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Fig. 2. Parts and assembly of the robot’s magnetic wheel.

2.3 Perception System

The robot has several perception sources that are necessary to perform tasks
such as mapping, path planning and odometry. The robot was planned as a full
autonomous robot, but the operator can assume direct or assisted control as
well. Direct control, or full control, means the robot will not assist the operator
in any way. Assisted control means the robot will align itself with the weld bead
but the operator can control velocity, direction of movement over the weld bead
and decide which bead to follow when over an intersection. Autonomous mode
means the robot will inspect and follow all the weld beads that are identificed
in the tank with no intervention required by the operator.

The robot can identify the weld bead as well as the center of the weld filament,
taking into account details such as corrosion and wear of the weld. The purpose
of identifying the weld bead is to make the robot, even when remotely operated,
to be able to fully carry out the weld inspection, always driving in line with the
center of the weld. The perception source capable of performing the identification
of the weld bead is the LRS36/6 sensor, which is shown in Fig. 3a, according to
[3].

This source of perception operates with a laser scan, performing several mea-
surements and generating a cloud of 2D points (range and angle). From the
collected data, it is possible to identify the weld bead, taking into account the
difference in height between the weld and the rest of the tank.

The OmniScan MX2, shown in Fig. 3b, was the NDT (non-destructive test-
ing) equipment chosen for inspection. It is widely used in many industrial sectors
for composites inspection or welded plates in pressurized vessels and pipes of var-
ious diameters. Moreover, it can be combined with other components to form a
complete inspection system.
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(a) (b)

Fig. 3. a: Laser scan sensor used to identify weld beads. b: Omniscan MX2 console.

The OmniScan MX2 is a modular ultrasonic inspection platform with a sim-
plified setup and calibration process for phased array ultrasonic testing [6]. The
Olympus 5L64-A32 probe is a linear phased array transducer with a design
optimized for weld inspection. It is typically applied in manual or automated
inspections of welds up to 60 mm thick. Its transducer has 64 active elements,
with 5 MHz frequency, arranged linearly. The wedge used in the tests (Olym-
pus SA32C-ULT-N60L-IHC wedge) is made of a resin known as ULTEM, it is
designed for testing at temperatures up to 150 ◦C and has a nominal 60◦ refrac-
tive angle on steel with longitudinal waves.

The final version of the robot will also have a 3D point cloud camera, such
as the one fixed in front of the robot in Fig. 1a: a Mesa SR4000 time-of-flight 3D
camera, as there are prediction and navigation algorithms explicitly developed
for the robot, allowing it to predict the structure of the tank, it is inspecting
by identifying weld bead junctions and consulting the tanks construction stan-
dards, as can be seen in [13]. 3D cameras also allow autonomous navigation and
mapping algorithms to be applied.

3 Robot Validation

Experiments were carried out on a metal plate to validate the topology of the
inspection robot, as can be seen in Fig. 4. A guide laser that was fixed in front of
the robot is used to help the visual localization of the weld bead by the operator.
Due to the robot and plate dimensions, the movement was restricted to moving
forward or backward. Although the limited room, it can be observed that the
magnetic adhesion was very effective, and the robot moved effortlessly despite
the high adherence.

Based on the large load capacity of the magnetic adhesion system and the
positive experiences by team members in the application of this type of adhesion
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Fig. 4. Inspection and adhesion experiment on test plate.

system in past projects [4], it was decided its use on the next version of the robot.
Another experiment was done on the lateral of an empty storage tank to assess
the mobility and adhesion better when not on optimal position. The Fig. 5 shows
the robot on the lateral surface as another validation experiment.

Fig. 5. Adhesion experiment on the lateral of an empty storage tank.
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4 High Temperature Ultrasonic Inspection

The robot was initially designed to perform the ultrasonic inspection on gen-
eral purpose steel LPG storage tanks. The new requirement of also attending
the super-duplex steel tanks, which are constantly working at a temperature
of 90 ◦C, brought many new challenges. One of them is finding out how the
temperature of the super-duplex plates affects the ultrasonic readings. In this
section, we will use 0 as a subscript for variables before heating, f as a subscript
for values after heating, and an apostrophe for incorrect values. The equipment
needs to know the propagation velocity of sound in the material to identify the
echo and perform the correct sizing of the flaw. The velocity depends on acous-
tic impedance, frequency of the sound emitted, and temperature. The following
experiment has the objective of finding the variation of propagation velocity
inside a super-duplex steel plate (the material of the study object, a high-
temperature super-duplex oil tank). Its acoustic impedance is already known
in room temperature (27 ◦C), being it v0 = 5773.7 m/s. Therefore, variations
on temperature for pulses of ultrasound of same frequency allow the calcula-
tion of the new propagation velocity on the 90 ◦C mark (the vessel’s operating
temperature), represented by the equipment by dilation of the measured plate
thickness.

The experiment consisted of using a cooktop induction source to heat a super
duplex steel plate made for ultrasonic equipment testing and calibration. The
cooktop has 1200 W and a power regulator. The steel testing plate has a thickness
of 25 mm at 27 ◦C. The experiment had monitored a plate hole with 5 mm deep,
using a transducer attached to a wedge-shaped for high temperatures on the
opposite side of the plate. The hole depth monitoring was carried out by an
Olympus OmniScan, and the data was processed after the experiment using
the Olympus OmniPC software version 4.4R4. A phased-array transducer was
used attached to a flat wedge for perpendicular incidence so that the ultrasonic
distortion is minimized. During the experiment, the wedge was fixed on top of
the plate so that the movement would not affect the results. The coupling agent
used in the interface between the wedge and plate was the VersaSonic, a coupling
of general purpose made for high-temperatures (up to 398 ◦C).

A thermographic camera and a multimeter with a thermocouple were used to
measure temperature during the experiment. The thermographic camera records
the infrared radiation emitted from objects, which corresponds to their temper-
ature and thermal emissivity. The camera used was a FLIR A35, capable of
capturing images and recording videos in 60 frames per second with a resolu-
tion of 320 × 256 pixels. The camera captures the infrared spectrum between
7.5 and 13µm and has reliable data when capturing objects with the tempera-
ture between −25 ◦C and 135 ◦C. Acquisitions made with the camera require a
known emissivity to correct inform temperature. Like most metals, the super-
duplex plate has a low thermal emissivity, approximately 0.35, a 3M scotch tape
made for high temperature (up to 135 ◦C) was used, whose thermal emissivity
is informed on its datasheet, being it 0.95. The tape was applied on a section
of the plate to allow monitoring temperature on a surface with known emissiv-
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ity and low reflectivity. The software used for acquisition and analysis of data
collected by the thermographic camera was the FLIR ReasearchIR. This soft-
ware shows the image captured by the camera, defines regions of interest to be
monitored, uses filters on the obtained data, performs camera calibration, and
records videos. The thermocouple was kept in contact with the superior side of
the test plate, close to the wedge. Its margin of error is 1◦ or 1% of the reading,
up to 400 ◦C. An image of the experimental setup can be seen in Fig. 6.

Fig. 6. Experiment with induction heater, super-duplex test plate, wedge and trans-
ducer, thermographic camera and Omniscan console.

Two experiments were done. The first was done as reference for the temper-
ature showed by the thermal camera, where no ultrasonic acquisition was made.
In this experiment, the plate was heated from 27 ◦C to 115 ◦C while its temper-
ature was monitored by the thermal camera and the thermocouple, to find out
how the data relates. This occurs because the thermal camera has several config-
urations to be done before a reading (reflective temperature, relative humidity,
distance, emissivity) that the thermocouple does not. The second experiment
was done heating the plate from 27 ◦C to 115 ◦C while performing an ultrasonic
inspection, without moving the wedge, with the wedge initially in 27 ◦C. While
the plate was heated, the values of depth for the hole and the total attenuation
was observed. Figure 7 shows an image of the setup while being monitored by
the thermographic camera.

After the tests, the ultrasonic data recorded was analyzed using the software
Olympus OmniPC. In Fig. 8, it’s shown the results of the second test in A-scans
(left) and S-scans (right). In the A-scan, we can observe the envelopment (in
green), representing the 58th shot (using Visual Probe Analysis) envelopment
throughout the test. The reference cursor is positioned at the point of maximum
amplitude of the envelopment at the initial sweeping time, while the measur-
ing cursor is positioned at the point of maximum amplitude at the end of the
experiment.
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Fig. 7. One of the frames captured by the thermographic camera. Points close to yellow
represents higher temperatures.

Fig. 8. Data analysis using the software OmniPC. Monitoring the position of flaw
measured for temperature range 27 ◦C and 90 ◦C.

By verifying the information highlighted down at the reading bar in Fig. 8,
it is noted that the flaw was initially positioned at p0 = 19.88 mm from the
superior side of the plate, and by the end of the experiment, it is positioned
at p′

f = 20.91 mm. This represents an alteration in the depth perception of
the flaw of Δp = 1.03 mm. This alteration in the depth perception of the fault
has two factors: the dilation of the material (super-duplex steel) and reduced
acoustic velocity, both happening due to the temperature. To erase the dilation
factor from the equation so that the acoustic speed can be calculated, the test
plate’s thickness was measured before and after heating using a pachymeter.
The thickness before was th0 = 25 mm, rising to th = 25.15 mm when the
temperature was increased to 90 ◦C. The value of dilation allows finding the
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shift of fault position, being it ΔFth = 0.1193 mm, meaning the real position of
the flaw is at pr0 = 19.9993 mm from the superior face of the plate.

Knowing the real shift of the flaw by the dilation, it’s now possible to find
the erroneous assessment of position by the ultrasound, which relates to the
difference in sound velocity. The portion of error corresponding to the difference
in velocity is e = 0.9107 mm. Through calibration, it was measured that the
acoustic velocity in the super duplex plate, at 27 ◦C, is v0 = 5773.7 m/s. To
find the propagation time inside the plate after heating, we find the time of
flight of sound inside the plate using v0 and pf resulting in toff = 3.6216µs.
Knowing the real time of flight allow us to know the real velocity using the real
depth based on thermal dilation pr0. The resulting velocity found, at 90 ◦C, was
vf = 5522.2 m/s.

5 Conclusion

The robot has successfully accomplished the tasks concerning adhesion and loco-
motion. The team is very optimistic as the critical challenges of high-temperature
inspection and magnetic adhesion are being overcome.

As a prospective evaluation, it is necessary to perform tests with the umbil-
ical cord of the robot, composed of a pipe with water for ultrasonic coupling,
power and transmission cables, and a safety rope. The weight of the umbilical
should be evaluated to ensure the stability and adhesion of the robot on the
super-duplex tank, possibly requiring new changes to the composition of the
magnetic wheel. Regarding the topology of the robot, a proposal that meets the
safety requirements defined in standards and also gives the robot an even better
degree of maneuverability on metallic surfaces is in development. Such topol-
ogy will ensure the magnetic adhesion during movement of the robot along the
surface to be inspected. Mechanical adjustments are predicted for the robot to
perform well both when driving on surfaces with large or small curvature radii,
and may, through misalignment of the wheels, overcome small obstacles without
compromising its adhesion. In regards of the ultrasonic equipment, a full curve
relating the acoustic velocity and surface temperature shall be calculated, as well
as analyzing the influence of a wedge with a temperature gradient (hot bottom
surface, cold transducer connection).

Among the next activities remain the integration of the robot to the systems
of perception and location, and the final tests of maneuverability and navigabil-
ity of the complete system. Future works about ultrasonic inspection, point to
finishing the phased-array model that the robot will carry and its full adaptation
to inspection procedures on hot surfaces. A test body will also be constructed
with a bigger super-duplex steel plate and a heating system that replicate the
inspection environment. With this, tests may be proved in situations similar to
those found in the field, allowing full validation and finishing the project.
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inspeção de cordões de solda em superf́ıcies metálicas verticais e esféricas (segunda
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de solda em superf́ıcies metálicas verticais. Industrial mechanical engineering -
monograph, Federal University of Technology - Paraná (2013)
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Abstract. Inspection based on mobile autonomous robots can assume
an important role in many industries. Instead of having fixed sensors, the
concept of assembling the sensors on a mobile robot that performs the
scanning and inspection through a defined path is cheaper, configurable
and adaptable. This paper describes a mobile robot, equipped with sev-
eral gas sensors and a LIDAR device, that scans an established area by
following a trajectory based on way-points searching for gas leakage and
simultaneously avoid obstacles in the map. In other words, the robot
follows the trajectory while the gas concentration is under a defined
value and surrounding the obstacles. Otherwise, the autonomous robot
starts the leakage search based on a search algorithm that allows to find
the leakage position. The proposed methodology is verified in simula-
tion based on a model of the real robot. The search test performed in a
simulation environment allows to validate the proposed methodology.

Keywords: Algorithm gas search · Simulation · Autonomous mobile
robot · LIDAR

1 Introduction

Nowadays robots can be used in several contexts such as inspection of indus-
trial plants, search for environmental pollutant sources, explosives and drugs
at airports and harbors. In the context of gas leakage, robots can be used for
inspections in several structures, mainly in industrial plants, to prevent harm to
humans and nature, and avoiding high financial losses [1]. The need of finding
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the leak source without exposing humans to hazardous environments and access-
ing remote locations is what drives many researches in robotized leak detection
[2].

In this context, robots can map any area while searching for predetermined
levels of gases. In order to do this, the robot must be equipped with sensors with
the ability to measure the gas emission, to locate itself, to plan the route to an
objective point and to deviate from known and unknown obstacles. Developing a
method that accomplishes these tasks can help industrial sectors avoid potential
risks to workers. Therefore, the purpose of this work is to implement a method
that meets these requirements through a simulation approach, to avoid possible
failures in the real system. With the simulated environment, it is possible to test
and validate the proposed gas search algorithms to perform the mentioned tasks,
simulating adverse situations in the environment for virtual robot decision mak-
ing. The SimTwo simulator arises a friendly way to simulate a 3D environment,
the mobile robot and the gas emission distribution from a source [3].

This work is structured as follows. After the introduction, a brief state of art
is presented in Sect. 2. Then, in Sect. 3, the robot model is stated showing the
similarities and differences between the real robot and the simulated one. The
algorithms and the gas distribution model used in this work are explained in
Sect. 4. The project results are shown in Sect. 5. The conclusion and future work
are discussed in Sect. 6.

2 State of Art

Studies and development in mobile robotics have steadily increased over the
years. Of all the possible tasks a mobile robot can do, having gas sensors is a great
way to detect gas leakage, that is, robots with a “sense of smell” [4]. Detecting
gas leakage can also be performed by more than one robot, as [5] demonstrates,
by applying the Kalman filter it is possible to command five robots to find a
certain concentration of gas.

The gas detection response is directly influenced by the discrimination of
the gases to be detected, then [6] demonstrates an approach that inserts an
array of sensors into the mobile robots. In this sense, each sensor is responsi-
ble for identifying a specific type of gas, speeding up the identification process.
Another approach of multiple sensors to discriminate gases can be seen in [7],
that develop a system with sensors that together distinguish different concen-
trations of propane, acetone, and ethanol. In order to detect large scale gas,
[8] applies the decentralized Gas Distribution Map (GDM) method. Generat-
ing a Hilbert map through probabilistic representations, it addresses the task
of finding gas concentration in the multiple classes. In this way, it points to
an alternative way to GDM to map an environment with measurements learned
from the place. As the mobile robot advances into the environment, it is possible
to automatically perform unsupervised learning through the system developed
by [9]. In an on-the-fly way the system discriminates the gases present in the
site, which can serve as an extra tool for rescue teams.
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3 Robot Model

In order to validate the approach and algorithms for the inspection and gas
leakage detection, the structure of a real mobile robot already developed, will be
simulated (seen in Fig. 1a). For further information about the robot, such as its
localization system, the reader is referred to [10–13]. The Hokuyo Laser Ranger
Finder (LRF) was modeled in SimTwo and validated in [14]. This model, applied
in this project, presents noise similar to the real device. In this way, it is possible
to obtain results near to the real sensor. This transducer detects obstacles in
two dimensions via Time of Flight technology. The real configuration setup was
applied in simulation: number of laser beams, the laser position in the free space
[x, y, z], its angle in the free space, the area coverage (180◦ semi circle with 3–400
cm radius), sample period and the noise. In this way, the sensor area of coverage
is illustrated in Fig. 1b. After the validation in simulation presented in this work,
the robot will be tested in a real controlled scenario.

(a) Real robot. (b) LIDAR’s area of coverage,
modified from [15].

Fig. 1. Real structure of the mobile robot.

The software used to create the simulation environment is the SimTwo [3].
This software presents a realistic model of the 3D environment, which represents
the dynamic constraints that exist in the real environment. In this sense, with the
environment created through the simulator, is possible to validate the approach
for the detection and search of gas-emitting sources, and then, in a future stage
of the work, to carry out the tests in real environment.

4 Path Planning and Gas Search Algorithm

To search for the gas leakage avoiding obstacles not only the gradient search algo-
rithm is needed but also a path planning. The path planning is used to reach
the points that the gas search algorithm computed in an optimal way, without
colliding with the obstacles. Binary Heap A* is utilized for the path planning,
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based on [16]. First, the user elaborates an inspection trajectory for the robot
by selecting way-points in the developed control application. After, the appli-
cation will interpolate a spline function with these points, as it can be seen in
the next Section. The SimTwo simulator sends the robot pose and the gas con-
centration, [x, y, θ, z]Actual, to the application. The variables of communication
between these processes are presented in Fig. 2.

Simtwo 
Developed

Control
Application 

MATLAB 

[x, y, θ, Z]Actual

[VL, VR] [x, y]Target

[x, y, Z]Actual

Fig. 2. System communication structure.

With this information, and sampling the spline function, an algorithm
(already presented in [17]), makes the robot follow the trajectory computed by
the interpolation. The sampling criterion is performed by the Euclidean distance
between points that belong to the curve. During all the process, the robot keeps
measuring gas substances. In simulation, the system simulates the leak through
a gas model. The gas concentration (Z) model for a constant diffusion can be
seen in [18]

Z(x, y) =
M

2 · √
(π · D · t)

· e− (h)2

4·D·t (1)

given by Eq. (1) for the position of the robot (x, y). Where M represents the
amount of substance deposited at time t = 0 at [x0, y0]; D is the diffusion
constant; t the time and h is

√
(x − x0)2 + (y − y0)2, i.e, the Euclidean distance

between the measure position [x, y], and [x0, y0] the gas peak position.
As one can see, this model is time dependent, at each time the model repre-

sents another concentration value. However, the robot converges rapidly to the
gas model peak position. Moreover, the diffusion is slow configured by parame-
ter D. Thus the time influence was discarded by choosing a constant value for t.
Figure 3a denotes the concentration values in one dimension, for several values
of D · t.

It is assumed an indoor environment so the influence of the wind is discarded.
In future work, it will be addressed the wind disturbance as well as noise in gas
acquisition. The simulated environment can be seen in Fig. 3b where the red
cylinder is used to represent the gas leak. Hereupon, the SimTwo will simulate
the gas sensors measurements by calculating the gas concentration at the actual
robot position. Note that, the gas leak source is simulated assuming a depressur-
ized leakage, in this way, nothing will influence the shape of the distribution. If
the concentration pass a certain threshold (defined by the user with range from
0 to 100), the system will discard the user defined trajectory, and will start to
seek for the gas source.
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(a) (b)

Fig. 3. Figure (a) represents the gas model in one dimension for several D × t and x
values. Figure (b) displays the simulation environment.

The proposed algorithm for gas search is running on MATLAB and the com-
munication variables can be seen in Fig. 2 that uses UDP Ethernet datagrams.
The application will send the robot pose and the concentration [x, y, θ, z]Actual

to MATLAB that process the search algorithm for the leak localization. By this
way, MATLAB sends the next position [x, y]Target with high probability of a
higher concentration to probe. MATLAB was chosen to run the search tool, as
it is easier to implement more complex algorithms.

The MATLAB implemented search algorithm is described as follows. Let
[x, y]Actual be the robot actual position and [x, y]Previous the robot previ-
ous position. Consider d the previous direction took by the robot, defined
by d = [x, y]Actual − [x, y]Previous and consider d̄ the direction between the
robot actual position and the position where was identified the higher gas con-
centration ([x, y]Higher) and can be defined as d̄ = [x, y]Higher − [x, y]Actual.
Define ZPrevious, ZActual and ZHigher the gases concentrations at [x, y]Previous,
[x, y]Actual and [x, y]Higher, respectively.

If ZPrevious ≤ ZActual, the robot target position will be defined as

[x, y]Target =
{

[x, y]Actual + d, if ZHigher ≤ ZActual;
[x, y]Actual + d + d̄, otherwise. (2)

If ZPrevious > ZActual, the robot target position will be in the opposite
direction, that means, if d is a horizontal movement then the new direction will be
the opposite diagonal direction. In the same way, if d is a diagonal direction then
the new direction will be the opposite horizontal direction. When the procedure
take an opposite direction the choice to take right/left depends of the condition
of ZHigher, that is, if ZHigher is greater (or lower) than the ZActual. In this way,
soon after the robot quits the inspection trajectory, the robot will search for
a direction with a greater gas concentration and will keep moving in the same
direction until the gas concentration decreases. When this happens, it will search
for the next direction where the gas concentration is higher, and so on.
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The described algorithm takes the robot to a near location of the source. This
algorithm makes no assumption of the exact gas model 1 and will generate a set
of target points and gas concentration measures with increasing concentration
values.

5 Results

Several tests were evaluated to validate the inspection route, the path planning,
the obstacle avoidance system and the gas search algorithm (with and without
the obstacles). In this sense, they will be presented in this Section in the follow-
ing order: Inspection route, Obstacle avoidance, Gas search algorithm without
obstacles and Gas search combined with the first and second items.

5.1 Inspection Route

The user can select control way-points so that the control application can inter-
polate spline functions that pass through all the control points. Soon after, the
control application samples the route, as the robot has a point following con-
troller. The sampling happens every 20 cm. Thus, the path followed by the robot
has a smooth performance and by this way a faithful representation to the orig-
inal spline. The sampling has a low pass characteristic as can be seen in Fig. 4,
especially by the white arrows indicators.

Fig. 4. Application screenshot of the planning trajectory inserted by way-points from
the user.

The robot’s controller is developed in such a way that whenever the robot
gets near the actual point, the control application sends another point. It is
repeated until the last point, where the robot follows a deceleration function to
stop to the last point. As the controller is not on this scope of this work, the
developed controller details can be seen in [11].
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5.2 Obstacle Avoidance

Two scenarios were tested to prove the path planning algorithm developed for
this work. In the first scenario, the robot is inserted near the origin [x, y] =
[0.2, 0.2] and set to go to the point [x, y] = [5, 5]. Then, is added two obstacles
blocking the direct path to the target. Note that, the path planning algorithm
developed is based in Binary Heap A* method, that uses a proportionality con-
stant to generate sub optimal paths in less time [19]. Thus, it is difficult to
predict if the robot will choose the shortest path. Figure 5a displays the first
scenario.

(a) First position. (b) Second position.

Fig. 5. Path planning test scenario using a Binary Heap A*. The grid does not represent
the map limitations.

In another test, the robot is inserted a little farther to the right [x, y] =
[0.5, 0.2], to force the robot to choose the right path, as the heuristic cost to
reach the target point is lower. Bear in mind that the LIDAR model works
from 3 cm to 400 cm. In this concept, the robot can not see obstacles beyond
this range. Thus, the robot continues the right path until it sees the rightmost
obstacle. Although, when it sees this obstacle, the heuristic cost to go back to
the left path is still higher. Thus, the robot continues with the first path choice.
Figure 5b presents this behaviour. Consider that the grid is just illustrative, it
does not mean the maps limitations.

Finally, in the second scenario, two more obstacles are placed to jam the
path planning. As can be seen in Fig. 6, the robot is placed in [x, y] = [1.5, 0.2]
to decrease even further the heuristic cost to the robot perform the right path.
However, as the robot can not see beyond 400 cm, the robot does not know the
obstacles until they reach its range. In this test, the robot keeps going to the
farthest path even though the left one was the shortest. Making the robot circle
all the obstacles.
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Fig. 6. Path planning test second scenario using a Binary Heap A*. The grid does not
represent the map limitations.

5.3 Gas Search Algorithm Without Obstacles

As explained in Sect. 4, the algorithm does not takes assumption on the gas
model and its maximum concentration value, as in the real scenario this can not
be predicted. In this way, the algorithm is tested without obstacles in just one
scenario, because the main objective of this work is to validate the algorithm
with the obstacle avoidance feature. The gas position model in this test can be
seen in Fig. 10.

Moreover, Fig. 7a illustrates the comparison between the path performed by
the robot and the route made by the user in the application as well as the gas
search algorithm points.

(a) Comparison of the inspection route and
gas search algorithm.

(b) Path planning created in SimTwo.

Fig. 7. Path planning test along with gas search algorithm without obstacles.

Figure 7b presents the simulation result that was represented by Fig. 7a. Note
that, when the robot abandons the inspection route and starts to search for the
gas leak, the black plus symbols in Fig. 7a starts to appear in the plot (which
are the points computed by the gas search algorithm), i.e, the robot follows the
points sent by the gas search algorithm. Moreover, it is important to note the
similarity between the path performed by the robot and the path generated by
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the simulation. Little differences can be seen because of the spline sampling and
the controller. In addition, as explained, the search algorithm behaviour makes
the robot keep going until the gradient becomes negative, then it changes its
direction. Finally, when it reaches the maximum point, it keeps circling the peak
value. It was decided to not implement a stop point as the idea behind this work
is to find the gas leak. Therefore, the robot keeps circling it.

5.4 Gas Search with Obstacle Avoidance

Finally, two challenging scenarios were tested with the gas algorithm combined
with the path planning. The first analysis is applied to obstacles in the same gas
model position in the previous verification. Figure 8a displays the robot and the
algorithms behaviour. In this concept, the inspection route is drawn (green line
in Fig. 9) to the robot start the test.

(a) Gas search algorithm with obstacles
first scenario test.

(b) Gas search algorithm with obstacles in
the second scenario test.

Fig. 8. Gas search tests with obstacles.

As can be seen in Figs. 8a and 9, the robot could perform the search with sev-
eral obstacles placed in the scenario. Moreover, note that the robot followed the
gas search points smoothly (black plus symbols in Fig. 9). Additionally, when-
ever the gas search algorithm sent a point that the robot could not reach, the
control application with the path planning, redirected the robot to the nearest
point accessible. The robot with the algorithms converged to the peak without
any problems. Figure 10 displays the gas model in the first test.

In the second scenario the gas model position is changed to [x, y] = [2.5, 7]
and the robot to [x, y] = [7.5, 0.5]. Figures 8b and 11 displays the robot’s path
behaviour in the second scenario with the obstacles.

As can be seen, during the second test, the robot could perform the search
without colliding with any obstacles. The gas search algorithm behaviour is well
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Fig. 9. Inspection route, path performed by the robot and the algorithm search points
in a flat plot during the first scenario.

seen in the change of directions in the robot’s path, represented by the yellow
line in Fig. 8b. As explained in Sect. 4, the robot keeps moving in the direction
that has a higher positive gradient and, when it becomes negative, it changes
direction. Therefore, soon after the robot quits the inspection route (when the
black plus symbols starts to appear), the robot keeps going north until the
gradient becomes negative and then changes its direction, and this happens two
more times, until the robot finds the gas leak and keeps circling it.

Fig. 10. Gas model in the first scenario in the combined test.

Again, the green line, which is the inspection route and the red line, which
is the path performed by the robot, are similar (seen in Fig. 11). This displays
that the robot’s controller is well adjusted.
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Fig. 11. Inspection route, path performed by the robot and the algorithm search points
in a flat plot during the second scenario.

6 Conclusion and Future Works

This work presented and validated through realistic simulation an autonomous
mobile robot that could perform an inspection route selected by the user mea-
suring for gas substances. Moreover, if a certain gas threshold value passed, the
robot would abandon the trajectory and search autonomously for the gas source,
avoiding obstacles simultaneously. In addition, the gas model, the obstacle avoid-
ance system, path planning and data gathering techniques are presented. The gas
search algorithm proved to be well suited for the indoor simulation environment,
and combined with the obstacle avoidance algorithm, the tests showed promising
results. Finally, the path similarity between the inspection route and the path
performed by the robot are very similar, proving the controller is well adjusted
in simulation. In future work, the idea is to test this in a real environment.
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Abstract. Autonomous robots should be able to perform localization
and map creation robustly. In order to solve these problems many stud-
ies and techniques have been evaluated over the past few years. This
work focuses on the use of an omnidirectional vision sensor and global
appearance techniques to describe each image. Global-appearance tech-
niques consist in obtaining a unique vector that describes globally the
panoramic image. Once the images have been described the mobile robot
can use these descriptors both to create a map of the environment or to
estimate its position and orientation in the environment. The main objec-
tive of this work is to propose and test new alternatives to describe scenes
globally. The results will be used to propose new robust methods to esti-
mate the position and orientation of the robot, from the combination of
several measurements of similitude of visual information. Therefore, the
present work is an initial study towards a new localization method. In
this initial study a comparative the previous and the new methods is per-
formed. The experiments will be carried out with real images that have
been taken in an heterogeneous scenario where simultaneously humans
and robots work together. For this reason, variations of the lighting con-
ditions, people who occlude the scene and changes on the furniture may
appear.

Keywords: Localization · Mobile robots · Global appearance
descriptors · Omnidirectional images

1 Introduction

Over the years, a revolution on the robotics world has occurred. The presence
of mobile robots in different environments has increased, and their perception
and interpretation abilities have had to improve to cope with more challenging
situations. To be truly autonomous in large, changing and heterogeneous envi-
ronments, the task of a mobile robot is twofold. Not only it has to be able to
navigate around heterogeneous places creating a map (mapping task) but it also
has to estimate its position (localization task).
c© Springer Nature Switzerland AG 2020
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In the scientific literature, a variety of methods can be found. These meth-
ods have tried to solve the mapping and localization problems using different
sensors and approaches. About the sensors, encoders, sonars or lasers are some
proposed alternatives, but these sensors need maintenance and they use rela-
tively quite a lot energy. Another alternative is GPS, but this one is only useful
in outdoor places. A third option is to use visual information. Visual sensors
offer a big amount of data with a relatively low price. Omnidirectional cameras
are a possible configuration among vision sensors. They constitute an advanta-
geous option due to the fact that, they offer images with a field of view of 360◦

around the camera axis [17]. These systems have been extensively studied in
recent years since they provide the robot with complete information about its
surrounding, which is specially useful for navigation tasks. Works like [15] and
[12] show datasets containing images captured by such omnidirectional camera
systems.

Images contain a big amount of data, and relevant information must be
extracted from them. This information must be useful to describe the environ-
ment as seen from a specific point of view. Nowadays local appearance descriptors
are extensively used. These methods try to describe specific points, corners or
local zones. SIFT [5] and SURF [2] are well-known local appearance descriptors.
Relatively good solutions in mapping and localization tasks have been obtained
using these descriptors. For example, Angeli et al. [1] used these descriptors to
carry out topological localization and Murillo et al. [7] develop a local appearance
descriptor for mobile robots navigation in indoor environments. Global appear-
ance descriptors are an alternative method to obtain relevant information from
the scenes. These methods describe globally each image summarising it in an
unique vector, which is expected to be more invariant against global changes.
In addition, as they describe the image with an unique vector, the mapping
and localization task will be simplified to a pairwise comparison between vec-
tors. Some description methods have been studied, among them the Histogram
of Oriented Gradients (HOG) can be highlighted. HOG is used in [11] to solve
localization tasks. Other option is the Gist descriptor, which was introduced by
Oliva and Torralba [8] and used in outdoors environments [16]. Other important
methods to obtain global appearance descriptors are the Fourier Transform [6]
or the Radon Transform [13]. These alternatives have been used in works as Paya
et al. [10] to build maps or in Berenguer et al. [3] where the Radon Transform
is used to perform localization as an image retrieval problem. Finally, Román et
al. [14] used these global appearance methods in real environments to solve the
localization task under different lighting conditions.

As shown in the next section, global appearance descriptors can be defined
to be invariant against robot rotations in the ground plane when omnidirectional
images are used. Traditional global-appearance methods have grouped the infor-
mation from the panoramic images in horizontal blocks or cells, which allows to
obtain the same information independently on the robot orientation. This work
compares this classic formulation with a new one in which the cells are verti-
cal and partially overlapped. To sum up, a new method is proposed to describe
and compare images globally, and tested in a localization framework. Also, a
comparative evaluation with traditional methods is included.
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2 Global Appearance Descriptors

In this section a review of the global appearance descriptors used in the experi-
ments is done. The goal of these descriptors is to extract global information from
panoramic images trying to keep the relevant data with the minimum memory.
To achieve this aim, HOG and Gist descriptors are used. In both cases the start-
ing point is a panoramic image i(x, y) ∈ R

Nx×Ny and after these methods each
image is reduced to a vector d ∈ R

l×1.
In order to obtain this descriptor, the image has to be divided in different

cells. Different descriptors can be obtained, depending on the shape of these cells.
The first option is the classic way, used in [14] where the vector is built with
uniformly distributed and non-overlapped horizontal cells. The image is divided
in a set of horizontal cells. Since the images are panoramic the result in each
row will be the same independently of robot’s orientation. The second option
consists in defining a set of vertical cells. In broad lines, two steps are needed.
Firstly the descriptor is built putting together the information obtained from
each vertical cell; then to compare two descriptors the algorithm first detects
if they have different orientation. In this case, the algorithm will rotate one of
them until they have the same relative orientation. Once the relative orientation
is the same the descriptors can be compared. In this way, although the descriptor
depends on the robot orientation, the algorithm can compare descriptors thanks
to the step that normalizes this orientation. Figure 1 shows both methods to
build the descriptor: using horizontal cells or vertical ones.

As stated before, although the methods are similar, when the verticals cells
are used, some overlapping between consecutive cells must exist. With these
overlapping zones it will be easier to the algorithm to detect the relative different
orientation and to rotate descriptor. The overlapping zones can be seen on Fig. 1.

Horizontal Cells Descriptor

Ver cal Cells Descriptor

a)

b)

Fig. 1. Approaches to build a global-appearance descriptor from a panoramic image:
(a) with horizontal and (b) with overlapped vertical cells.

2.1 Histogram of Oriented Gradients, HOG

The method was described by Dalal [4]. It mainly consists in calculating the
image gradient, obtaining module and orientation of the gradient in each pixel.
After that, these module and orientations are evaluated and stored by areas, the
descriptor is build by putting together the information collected in each area.
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The classic method divides the areas using horizontal cells whereas the second
method uses verticals cells in order to define the areas. Both will be invariant to
rotations so they will can used in the localization tasks.

The descriptor size will depend on diverse parameters. This way, the vector
length depends on the number of bins of the orientations histogram b and the
number of cells in which the image is divided. To define the size cells, this work
will use k1v to refer to the number of vertical cells and k1h to refer to horizontal
cells. Throughout this work the parameters are not constant and we study how
these changes affect to the result. The HOG descriptor reduces a panoramic
image into a vector whose size is d ∈ R

b·k1h×1 when the cells are horizontal. On
the other hand, as started before, when the cells are vertical, some overlapping
between them must exist. For that reason, a new parameter named dist appears.
dist refers to the distance between the beginning of consecutive cells. During the
experiments this parameter is constant dist = 2. Therefore, k1v does not refer
to the number of cells but it is related to the cells width. The cells width is
determined by Ny

k1v
, Ny is the number of pixels in the width of the panoramic

image. Finally descriptor size when the cells are vertical is d ∈ R
Ny· b

dist×1.

2.2 Gist

Gist descriptor was initially proposed by Oliva et al. [9] and it was developed
by Siagian et. al. [16] where it was tested in three outdoor environments. This
method exposes the image to some Gabor filters with different orientations in
several resolution levels. After that, the images are reduced evaluating their
mean intensity in different areas. Like in HOG, the image can be divided with
horizontal and vertical cells.

In this case, the descriptor size will depend on the number of orientations of
Gabor filters m, the number of cells in which the images are split k2 and the
number of different resolution models used r. During the experiments this latter
parameter r will be constant, r = 2 when using horizontal cells and r = 1 with
vertical ones. For that reasons the descriptor is a vector d ∈ R

1·m·k2v×1 using
vertical cells and d ∈ R

2·m·k2h×1 using horizontal ones. As in HOG, this work
will use k2v if we are talking about vertical cells and k2h if we are talking about
horizontal cells.

3 Database

To test the proposed global appearance method in a localization framework, an
heterogeneous and dynamic environment is needed. COLD database [12] pro-
vides some indoor routes that fulfill these specifications. In COLD database the
robot travels along some laboratories where people is normally working. In addi-
tion, the routes were taken under very different lighting conditions: a cloudy
day, a sunny one and at night. Taken these fact into account, the robot moves
in a changing environment and it has to deal with occlusions, lighting changes
and changes introduced by human activity in the environment. Therefore, these
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Fig. 2. Real-life changes in a heterogeneous environment.

situations offer an ideal test bench as far as the proposed descriptors are con-
cerned. Using COLD database it is possible to evaluate the robustness of global
appearance descriptors using them in localization and mapping task because it
offers variations that might happen in real scenarios. In Fig. 2 is possible to see
some snapshots of the heterogeneous environment.

The images offered by COLD were taken using a mobile robot equipped
with an omnidirectional camera. This equipment was built using an ordinary
camera mounted with a hyperbolic mirror, which takes omnidirectional images.
Once the images have been transformed into panoramic, it is possible to apply
the proposed global appearance descriptors. Moreover, the dataset includes the
ground truth of the images, which will be used to check the correctness of the
localization algorithm. These data will never be used in the localization task,
the localization task will be achieve with pure visual information.

As it was mentioned before, the COLD dataset was taken in different build-
ings and days. The routes inside each building are similar and they were per-
formed in diverse days with different lighting conditions. To carry out the exper-
iments the longest route has been chosen; (Freiburg Part A, Path 2, size 3) [12].
This route was chosen because its size and high complexity due to the fact that
many glass walls and windows appear so the external lighting conditions affect
substantially in the localization task.

4 Experiments

In this section the experiments are presented. They validate both global appear-
ance methods, the new and the classic one. The first subsection shows how the
model has been created. Subsection 4.2 tests the localization process and shows
the performance of each method. Finally, Subsect. 4.3 studies the computational
cost of the processes.
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4.1 Model of the Environment

In order to carry out a model or map of the environment must be previously
available. As started in Sect. 3, COLD database offers diverse routes inside dif-
ferent buildings and lighting conditions. To create a preliminary a set of 556
images has been selected with a distance of 0.30 m between their consecutive
capture points. This model has been created with cloudy database images.

Once the model has been built with known images, to solve the localization
task a new test image will be compared with the descriptors in this model. The
algorithm calculates the nearest neighbor using Cityblock distance, d1(a, b) =
∑l

i=1 |ai − bi|.
Once the nearest neighbor has been calculated using global appearance

descriptors, the geometric distance between the capture point of the image and
the nearest neighbor is calculated. This real distance is calculated because COLD
database offers the coordinates where each image had been taken. These coordi-
nates have been used only as a ground truth to check the error. The localization
task is carried out with pure visual information.

The experiments have been done using different descriptors and varying the
parameters mentioned in Sect. 2, in order to evaluate each parameter influence
in the task. There parameters are shown in Table 1. It is important to highlight
the fact that whereas b, k1v, k1h, m, k2v and k2h have been varied, dist and r are
constant, dist = 2, r = 2 when the cells are horizontal and r= 1 when the cells
are vertical. As explained in Sect. 2, these parameters will define the descriptor
size. The higher the parameters are the longer the descriptor and the slower the
process will be.

Table 1. Parameters that impact on the location process

Descriptor Parameters

HOG b⇒ number of bins per histogram

dist⇒ distance between the beginning of consecutive vertical cells

k1v ⇒ Ny

k1v
width of the cells using vertical cells

k1h ⇒ number of horizontal cells

Gist m⇒ number of Gabor filters

r⇒ different resolution models

k2v ⇒ number of vertical cells

k2h ⇒ number of horizontal cells

4.2 Position Estimation

As started before, cloudy images had been used to create the reference model.
Then, to study the robustness of the global appearance descriptors in a local-
ization framework, some real images from 3 different paths have been chosen.
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Fig. 3. HOG. Localization error (m) using test images from the cloudy dataset versus
k1 and b.
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Fig. 4. Gist. Localization error (m) using test images from the cloudy dataset versus
k2 and m.

These paths were taken in the same building but with cloudy, night and sunny
conditions. These test databases are respectively composed of 2778, 2896 and
2231 images and they cover a 105 m path. Those are the new test images and the
algorithm evaluates which image from the reference model is the most similar.

The error is calculated as the geometrical distance between the captured
point of every test image and its corresponding nearest neighbor. Once the algo-
rithm has run with all cloudy images, Figs. 3 and 4 show HOG and Gist mean
geometric error. The figures show the error in meters. In both cases, it is possible
to see the error using the descriptor with vertical cells and the classic descriptors
use, with horizontal cells.

The result using HOG depends on b more than on the number of vertical cells
k1v. On the other hand, when using horizontal cells, the error depends on these
cells k1h more than the number of bins b. The error increases when kb increases
and vertical cells are used, whereas the higher k1h is, the worse the error is. The
minimum error is 0.0453 m using vertical cells and k1v = 8 b = 16 and 0.0572 m
using horizontal cells and k1v = 32 b = 8.
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Fig. 5. HOG. Localization error (m) using test images from the night dataset versus
k1 and b.
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Fig. 6. Gist. Localization error (m) using test images from the night dataset versus
k2 and m.

When using Gist we can observe that number of Gabor filters m has a lower
influence in the result and the higher k2v the higher is the error using vertical
cells. By contrast, using horizontal cells the higher k2h and m are the better is
the result. The lowest error is 0.0564 m using k2h = 8 m = 8 and vertical cells
and 0.0577 m using k2h = 32 m = 32 and horizontal cells.

After these experiments, the algorithm has been run with all the test night
images. Figures 5 and 6 show HOG and Gist mean error in meters.

The behaviour of HOG descriptors using vertical or horizontal cells is com-
pletely different. Whereas using verticals cells the lower both, k1v and b, are the
lower the error is; using horizontal cells the higher k1h and b are the lower the
error is. In addition, we can see that using vertical cells both parameters have
the same influence. In contrast, using horizontal cells the error depends more
on the number of horizontal cells, k1h. Apart from k1v = 32 and b = 32 when
localization error is extreme, errors using vertical cells is similar to errors using
horizontal cells. The most accurate results are obtained using k1v = 8, b = 8 and
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Fig. 7. HOG. Localization error (m) using test images from the sunny dataset versus
k1 and b.
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Fig. 8. Gist. Localization error (m) using test images from the sunny dataset versus
k2 and m.

vertical cells when the error is 0.227 m whereas using k1v = 32 and b = 16 and
horizontal cells the error is 0.189 m.

About Gist, first of all it is seen that m has a poor influence when using
vertical cells and the lowest k2v, the lowest the error is. On the other hand,
when using horizontal cells, the higher k2h and m are the lowest the error is.
Using Gist method the error is higher using verticals cells. The best solution is
obtained with k2v = 8 and m = 8 and vertical cells when the error is 1.711 m
and using k2h = 32 and m = 16 and horizontal cells the error is 0.210 m.

Finally, the localization task is repeated considering the test sunny database.
The reference maps is the same as in the previous cases, the one that was made
with cloudy images. Figures 7 and 8 show the results presenting the error in
meters.

The results using HOG descriptors are different when vertical or horizontal
cells are used. Whereas using verticals cells the higher b is the better is the
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Fig. 9. Minimum error using HOG and Gist descriptor in night and sunny datasets.

result, using horizontal cells the lowest errors are obtained with high number of
horizontal cells k1h and low number of bins b. The best solutions are 1.2255 m
detected with k1v = 8, b = 32 and vertical cells and 1.096 m with k1h = 32,
b = 8 and horizontal cells.

Finally, about the localization error using Gist, k2v has little influence using
vertical cells and using horizontal cells the best results are obtained with a high
number of k2h and medium number of mask m. The lowest errors are 5.682 m
using vertical cells, k2v = 8 and m = 8 and 1.824 m using horizontal cells, k2h
= 32 and m = 16.

Analysing these figures, we consider that HOG descriptor is able to work
correctly with both, vertical and horizontal cell. By contrast, Gist descriptor
has remarkably bad results using vertical cells whereas using horizontal cells it
has suitable results. Figure 9 summarises the minimum error obtained with each
kind of cells and descriptors.

4.3 Computational Cost

A low error is an important issue to consider a descriptor as a good solution.
But it is also important to consider the computational cost. For that reason,
the necessary time to run the algorithms has also been studied. Figures 10 and
11 show the time the machine uses to describe two images and calculate the
distance between them. The data are given in seconds. As we explain in Sect. 2,
the results depend on descriptors’ size and this one depends on the parameters.
Taking that into account, HOG descriptor size is d ∈ R

b·k1×1, in the same way
Gist descriptor size is d ∈ R

2·m·k2×1.
The experiments has been carried out with a CPU 8-Core Intel Xeon E5 R©

at 3 GHz and using the mathematical tool Matlab R© . These time results are
not absolute, they depend of the computer which runs the process. But they are
comparable because all the calculations have been done with the same machine.
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Fig. 10. HOG. Localization time (s) per image versus k1 and b.
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Fig. 11. Gist. Localization time (s) per image versus k2 and m.

The lower the parameters are, the shorter the descriptor is and the lower
the runtime will be. Generally, it is quicker to solve the problem with horizontal
cells because it has to transform the images into a vector and to compare both
with cityblock distance, while using vertical cells the images are described, then
the algorithm calculates the relative orientation and rotates one of the images
in order to obtain the same relative orientation. Once both images are in the
same relative orientation the algorithm calculates the distance. This rotational
process increases the computational cost with vertical cells.

Comparing the figures it can be observed that the number of cells, k1 and
k2, has less influence in the runtime. Results with HOG and horizontal cells are
the quickest, it carries out the process in 0.0125 s, whereas with vertical cells it
costs 0.0736 s. Meanwhile using Gist descriptor the process is done in 0.063 s
using horizontal cells and in 0,0218 s using vertical cells.
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5 Conclusion

The current work explains two ways to describe images and it compares both
in a localization task. The study was made in an environment where lighting
conditions and human activity have negative effects on the localization task.
Using only visual information, global appearance descriptors have been com-
pared using horizontal cells and vertical ones. Once the images are described the
performance of these descriptors in a localization framework is studied. Both
the geometric localization error and the computational cost of the process are
studied, and the parameters of the descriptors are optimised.

On the one hand, Gist and HOG offer a relatively good results in cloudy and
night environments. The sunny conditions result more challenging, and HOG
presents comparatively better results than gist in this case. Talking about ver-
tical or horizontal cells, we consider that with HOG the results do not present
substantial differences, so it is possible to use both. Finally, when Gist and ver-
tical cells are used, the error increases prominently so it is not suitable. About
times, when vertical cells are used the computational cost increases because
the algorithm should describe the images, rotate one of them to have the same
relative orientation and then compare both descriptors.

This work can be the first step to design a more suitable solution where both
description alternatives can complement themselves in order to achieve a robust
localization task. Vertical cells should not be considered as a unique solution
but they can contribute towards obtaining a robust solution, in combination
with other measurements. In this direction, in a real localization, the classical
description method can be combined with other methods and measurements to
optimize the localization error.
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14. Román, V., Payá, L., Reinoso, Ó.: Evaluating the robustness of global appearance
descriptors in a visual localization task, under changing lighting conditions. In:
ICINCO-RA, pp. 258–265 (2018)

15. Saito, M., Kitaguchi, K.: Appearance based robot localization using regression
models. IFAC Proc. Vol. 39(16), 584–589 (2006)

16. Siagian, C., Itti, L.: Biologically inspired mobile robot vision localization. IEEE
Trans. Rob. 25(4), 861–873 (2009)

17. Sturm, P., Ramalingam, S., Tardif, J.P., Gasparini, S., Barreto, J., et al.: Cam-
era models and fundamental concepts used in geometric computer vision. Found.
Trends R© Comput. Graph. Vis. 6(1–2), 1–183 (2011)

http://www.sciencedirect.com/science/article/pii/S0921889004000582
http://www.pronobis.pro/publications/pronobis2009ijrr
http://www.pronobis.pro/publications/pronobis2009ijrr


Radar-Based Applications for Robotics



Asynchronous mmWave Radar
Interference for Indoor Intrusion

Detection
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Abstract. This paper describes the development of a system for indoor
intrusion detection that takes advantage of interference between asyn-
chronous millimetre-wave radars. The approach exploits the information
embedded in the interference pattern observed in the Doppler domain
when two or more radars operate in a common environment and share
the same frequency spectrum. By continuously monitoring the interfer-
ence, it is possible to detect the corresponding energy variations. A sharp
decrease in the interference energy is thus interpreted as an intrusion of
an object or a person. Within this approach the source of the interference
can be identified taking advantage of beam-forming of MIMO radars.
Compared with the standard configuration, which exploits the reflection
of radar signals, the proposed setup has the advantage of maximizing
the energy available for intrusion detection and an increased capacity of
obstacles and walls penetration. When combined with the capacity of
mobile robots to dynamically position the radars, this scheme permits
the implementation of highly versatile intrusion detection solutions.

Keywords: mmWave radar · FMCW radar · Indoor intrusion · Radar
interference

1 Introduction

An automatic indoor intrusion detection system should detect any unforeseen
indoor movement without human intervention. Most of the current available
intrusion detection systems are vision-based and such systems only operate well
with good light conditions. To overcome this problem, artificial infrared lights or
video enhancement methods could be used [8]. However, such systems, besides
consuming a considerable amount of power, cannot detect movements behind
walls or even small objects. An alternative to vision-based systems are sound-
based detection schemes [9]. But this type of system fails to detect sound bellow
a given threshold and they might produce false alarms due to ambient noise.

c© Springer Nature Switzerland AG 2020
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In this paper, we propose an indoor intrusion detection system that is based
on radar, more precisely, based in the interference produced by multiple mil-
limetre wave (mmWave) radars operating in the same indoor environment. The
approach takes advantage of radars that could be already deployed for other
purposes, such as obstacle detection in mobile robotics. For such, a collection
of compact stand-alone radar kits was assembled, permitting the deployment in
strategical static places or in mobile robots. Equipped with these radars, a sce-
nario can be imagined were a set of mobile robots using these radars could adjust
themselves inside the building in order to detect the intrusion in a predetermined
area or even through a random patrolling path maximising the resources to cover
most of the intrusion events. The use of radar for indoor intrusion detection
appears as an interesting alternative to other technologies by overcoming most
of their drawbacks, namely visibility limitations, false alarms and miss detection
[4,7,10].

Millimetre wave radar systems are finding wide acceptance in automotive
and industrial applications. More recently they are also being adopted in the
robotics domain thanks to their low power consumption, compact hardware and
high range resolution capabilities [1]. These set of characteristics are accom-
plished by using high frequency and wideband signals combined with standard
ADCs operating at low sampling rates [11]. Currently there are some concerns
related to the use of radars in vehicles on public road which demands a solution to
detect and mitigate the interference between independent radars sharing a com-
mon frequency spectrum [2,6]. With growing popularity in the robotics area,
it is foreseen that problems associated with interference between independent
radars will also increase in indoor environments. In this paper the interference
phenomenon between mmWave radars will be studied and a method that takes
advantage of these interferences is used for indoor intrusion detection without
requiring extra hardware.

The remaining of this document is divided into four sections: Sect. 2 describes
the general operation of a FMCW radar, introducing it in the context of this
work. Section 3 is focused on the interference caused by multiple FMCW radars.
Some simulations are presented and also a method to extract information from
the interference phenomenon. Section 4 describes the used setup including the
system model, hardware and software as well as the results that were achieved.
Section 5 synthesizes the work developed and presents its main conclusions.

2 Basic Principles of FMCW Millimetre Wave Radar

Frequency Modulated Continuous Wave (FMCW) radars are based on the homo-
dyne Radio Frequency (RF) front-end principle as described by the simplified
diagram in Fig. 1 [3]. In a FMCW radar, a train (also referred to as a frame)
of RF generated chirps (signals in which frequency increases linearly with time)
are sent in the direction of a target through a transmitter antenna. Afterwards,
the echo produced by the target is captured by the receiver antenna τ sec-
onds later and it is mixed with the transmitting signal. Due to the time-varying
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frequency of the signals the delay between transmitted and received signal pro-
duces a beat signal at an intermediate frequency (IF) which is proportional to
the target distance. Figure 2 illustrates an analysis, in frequency and time, of
the method used to estimate the range from the Intermediate Frequency (IF)
that results from mixing the sent chirp and the received reflection of that same
chirp for a single target. This signal is converted to digital, using an ADC, and
the radar data of interest is obtained through digital signal processing using an
integrated microprocessor (or any other signal processing tool); a first FFT is
applied to determine the target distance, a second FFT across the sequence of
chirps is implemented to measure the associated target speed (from Doppler);
other thresholding/clustering algorithms could also be applied [13]. At the end,
a group of points with the target information (range and radial velocity) is pro-
vided to an external component, represented by the laptop in Fig. 1.

Tx Chirp Generator

RxTarget ADC
I/Q

Radar Processing
Range; Doppler;

CFAR; Clustering; ...

Target
Info

Fig. 1. FMCW radar working principle.
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Fig. 2. Example of a transmitted and received chirp frame. (a) illustrates a single
chirp transmission and (b) extends the representation for a frame of chirps where the
reflected chirp has successively shorter delay compared to the emitted chirp (due to
target motion).

2.1 Non-interference Radar Operation

Ideally, in a typical radar operation, the received RF signal main characteris-
tics are well-known since it was produced by a target reflection of the signal
sent by the radar itself. Apart from the target main reflection, multipath phe-
nomenon could occur which implies that there are multiple detected reflections
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for the same target. Nevertheless, such multipath reflections will necessary travel
a larger distance and will be more attenuated than those received through direct
path [12]. Therefore, the strongest reflections should be associated to a larger
and closer target, which are the ones supposed to be detected in first place.

Considering that the round-trip delay is represented by τ and assuming that
the signal travelling speed is close to the speed of light c, the resultant travel
distance d can be expressed as:

d = c × τ

2
. (1)

Additionally, the tone frequency of the resulting signal in Intermediate Frequency
is given by:

fIF =
f1 − f0

Tc
× τ = S × τ, (2)

where f0 is the starting frequency, f1 is the final frequency, Tc is the time that
the chirp signal takes to sweep from f0 to f1 and S is the chirp slope. Assuming
that the tone frequency is obtained by measuring the peak of a FFT performed
on the sampled IF signal, combining Eqs. 1 and 2, the distance to the target
could be computed from this measured frequency as:

d =
c

2 × S
× fIF . (3)

3 Multiple Radar Interference

Figure 3 illustrates an environment shared by two spatially separated and inde-
pendent radars, where t1 and t2 are the signals sent from each radar, that will
reflect on the target represented by the human shape and bounce back to both
radars. Therefore the signals represented by r1/2 and r2/1 are causing interfer-
ence in both radars.

In a real scenario where multiple radars are emitting simultaneously, despite
being possible to mitigate the interference it could lead to confusing them
with a target when observing only the range information (first FFT). However,
analysing the Doppler information (second FFT) it will reveal a Doppler spread-
ing that cannot be caused by a real target. This effect can be observed in Fig. 4
where is presented a comparison between the Doppler information of a regular
radar detection of a moving target and the Doppler information of interference.
From Fig. 4 one can notice that a real target produces a sharp Doppler point
whereas the interference produces a spreading in the Doppler information. This
phenomenon is easily explained due to the use of different clocks in each radar
that produce a random phase shift between the signals sent by each radar. Due
to the fact that it is not possible to have a target, at a certain range, that is
moving at every speed in the Doppler domain, it is clear that it is possible to
detect an interference based on the Doppler spreading effect.
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Fig. 3. Two radars sharing the same environment and target.

Fig. 4. Range and Doppler FFT of a real moving target (left) and interference (right).

3.1 Radar Setup for Interference Detection

To study the interference between multiple radars, two independent radars con-
figured with the same parameters can be operated in the same environment. In
order to ensure that only the interference is observed, the emitter antenna of
the receiver radar was disabled. With this setup, both radars are independent
and their signals are uncorrelated in time. Actually, with the available hardware,
even if a common trigger signal was employed, synchronising the radars would
not be feasible in practice due to the inherent clock drifts and the high frequency
signals employed. Considering that the frames of both radars are not synchro-
nised, the chirp parameters must be adjusted in order to ensure one or more
interferences in the frame. One method to potentiate the occurrence of inter-
ferences is by setting a different chirp idle time (time interval that separates
consecutive chirps in the frame) for each radar module, in order to increase the
overlapping of frames from both radars as illustrated in Fig. 5. As result of this
difference, the number of interference occurrences (NI) is given by:

NI =
NC × TCRX

lcm(TCTX
, TCRX

)
(4)
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Fig. 5. Interference analysis between two radars with the same chirp parameters but
with different idle time between chirps.

where NC is the number of chirps in a a frame, the lcm(·, ·) function is the least
common multiple between the two values and TCRX

and TCTX
are the chirps

total duration that takes into account not only the chirp duration but also the
idle time for the receiver and transmitter radar respectively.

In order to study the interference phenomenon, a simulation was performed
using realistic radar parameters in accordance to the known specifications of the
hardware available for practical tests. It was observed that the phenomenon is
not fully characterised only by the number of interferences in the frame. In some
cases each interference occurrence was composed by several collisions, i.e. in one
interference sequenced chirps collide in different areas of the spectrum resulting
in different peaks in the intermediate frequency. The number of collisions per
interference (NCI) is calculated as follows:

NCI =
FS

S × ΔTidle
(5)

This interference and collisions phenomenon was later confirmed to occur in
practical results as one can observe in Fig. 6, where it is illustrated what is
considered an interference and what is considered a collision in this context.

Fig. 6. Acquired data with 1st FFT performed for each chirp in one frame represented.
Interference occurrence is displayed between the yellow columns and each occurrence
has a number of collisions pointed by the horizontal arrows.
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3.2 Intrusion Detection

The described radar setup is parametrised in order to generate interferences in
each frame. In the majority of applications this is undesirable and can be seen as
a worst case scenario where there are multiple radars sharing the spectrum. How-
ever, if this interferences are periodical we can exploit them to monitor an area
of interest according to the placement of the radar elements. In such scenario,
radar signals travel one-way from the emitter to the receiver, so in principle it is
received with more power than in regular radar reflections. The increased power
of signals available for interference detection becomes an advantage because it
allows for coverage of larger areas and the penetration of several types of obsta-
cles. By exploiting these methods, it is possible to configure a scenario where
two radars are creating a channel with constant interference. If this interfer-
ence signal is sampled at an adequate rate (the frequency of the frame) and the
channel is crossed by a moving obstacle (person or robot), a variation on the
received power of the interference signal is detected. Filtering this signal in order
to detect variations on the same scale of people or robots movements speed, it
is possible not only to detect intrusion on the area but also to characterise the
movement as fast or slow [5].

4 Experiments and Results

4.1 Experimental Setup

The experimental setup employed in our tests is composed by two radar evalua-
tion boards AWR1642-BOOST, see Fig. 7. The receiver (Radar 1) is connected
to the expansion board DCA1000EVM that enables the acquisition of the raw
signal sampled directly from the ADC of each receiving channel. Note that the
radar board AWR1642 has four receiving antennas that could be used for beam-
forming.

Tx Chirp Gen.

Rx
ADC

I/Q Samples

Laptop

Chirp Gen. Tx

Acquisition
Radar Eval. Board 1 BoardRadar Eval. Board 2

Fig. 7. Experimental setup block diagram.

The emitter radar (Radar 2) is responsible for producing interference on
the receiver radar (Radar 1) by send chirp frames triggered by a Raspberry Pi
(Model 3B+). Since there is no additional signal processing required for Radar
2, the Raspberry Pi is a viable solution to implement the configuration with the



374 E. S. Gonçalves et al.

radar evaluation board. Moreover, the factory-configured firmware implemented
in the emitter radar was configured in order to maximise the frame duty-cycle.
The duty-cycle is understood as the ratio between the time that the radar is
transmitting a chirp and the overall time of the frame. On the other hand, the
receiver radar (Radar 1) is responsible for generating chirp frames, correlating
them with the received frames, and sending the IF sampled data to the acquisi-
tion board for further signal processing in the laptop. Additionally, TX antenna
was temporary disabled to ensure that it is only capture interference signals. A
photograph of the used equipments is shown in Fig. 8.

Fig. 8. Receiver and emitter hardware. Receiver composed by one AWR1642BOOST
board, DCA1000EVM acquisition board and laptop. Emitter in bottom right corner
composed by one AWR1642BOOST board and Raspberry Pi3B+.

4.2 Signal Processing Setup

The signal processing is performed by the laptop running a software package
from Texas Instruments: mmWave Studio1. This software is responsible to inter-
act with the radar board, the acquisition board, and save the acquired samples
or display the range and Doppler information. Despite this software having the
capability to display the results of these post processing features it was con-
sidered impractical to fully analyse the data. Therefore, MATLAB was used to
manipulate the data with more versatility, reading the raw data and processing
it.

In order to obtain the range information of one frame, the first FFT is per-
formed across the ADC samples dimension, resulting in a graph as shown in
Fig. 6. Afterwards, the Doppler information is obtained by performing a FFT
on the range data across the chirps dimension and it results in a graph similar
to the ones shown in Fig. 4. With the multiple antennas receiving signals, each
with its own ADC, digital beam-forming can be performed with post processing
in MATLAB to estimate the interference angle-of-arrival.
1 http://www.ti.com/tool/MMWAVE-STUDIO.

http://www.ti.com/tool/MMWAVE-STUDIO
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4.3 Experimental Data Acquisition and Processing

Initially, tests were performed with the objective to characterise the signal pen-
etration of the radar operating in monostatic configuration. The tests were con-
ducted on the indoor open space of our robotics laboratory, Figs. 9 and 10, and
their characteristics are presented in Table 1. The walls used in the compartments
represented in the indoor scenarios of are 60 mm thick, made of medium-density
fibreboard, with semi hollowed infill and with 12 mm of shell.

Fig. 9. Target detection by a radar with (a and b) and without (c and d) wall obstacle
in the middle radar.

In the First test, depicted in Fig. 9a, a radar was placed near a wall, facing
the interior of the room, with a metallic object placed inside approximately 2.2 m
apart. Figure 9b is a plot that depicts the target location in meters in relation to
the radar, being the brighter colours associated to higher intensity of reflections.
The Second test, presenting a normal usage of the radar, was performed with
the same object at approximately the same distance but without any obstacle
in the middle. The corresponding result of this experiment can be observed in
Fig. 9c and d, where it is seen that the object clearly corresponds to the spot
with higher intensity in the plot, around the coordinate (0,2) meters. In the
First test the radar signal reflected from the target has to penetrate the wall
twice (when travelling in both directions) with a consequent attenuation of signal
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Fig. 10. Photography of the indoor scenario used for third test (different point of views
represented in the left and the right pictures).

power. Additionally, this way it loses significantly more power when compared
to the alternative that is presented in this work where the signal that penetrates
the wall and reaches the receiver is the one sent directly from the emitter.

Table 1. Characteristics of each experimental test.

No of radars No of walls Radar configuration Type of target

First test 1 1 Reflection Static

Second test 1 0 Reflection Static

Third test 3 2 Interference Mobile

Finally, the Third test, see Fig. 10, involved a person walking in the middle
of a square compartment, from one side of the compartment to the other, with
a path parallel to radars TX1 and TX2 according to Fig. 11b. Moreover, radars
TX1 and TX2 were placed outside of the compartment and the radar RX was
placed in the opposite side of the compartment. As can be observed in Fig. 11, the
two horizontal stripes correspond to the signals received at Radar RX, sent from
the two radars TX1 and TX2, each with its own angle of arrival in relation to the
receiver. The interruption caused by the person walking in the indoor environ-
ment is represented in Fig. 11 by the received power being considerably reduced
in two occasions (one close to 1.8 s from radar TX1 and the other close to 2.5 s
from TX2). This result illustrates the feasibility of using asynchronous radars
to create a channel with a steady state of interfering patterns that can be mon-
itored along time. Assuming this steady state to correspond to a non-intruded
environment, variations of the interference power above a given threshold can
be assumed to be caused by an intruder in the interior of the environment that
crosses the channel between a pair of radars.
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Fig. 11. Peak power received by radar RX (a) and top view of the scenario (b) in third
test (Higher received power is depicted with warmer colours).

5 Conclusion

This work proposes a method to exploit the availability of inexpensive mmWave
radar systems to detect intrusions in an indoor environment. A study on the
interference of FMCW radars was performed in simulations and further vali-
dated by experimental trials demonstrating that with this setup it is possible
to acquire enough information to observe an intrusion based on radar interfer-
ence detection mechanisms. The suggested method can be implemented without
being noticed in the indoor environment because the used signals are able to
penetrate the wall materials of common indoor scenarios allowing the radars to
be placed on outside the compartments of interest. Moreover, the received signal
can be resolved in terms of angle-of-arrival creating the possibility to expand the
system to use more than two radars, which allows the receiver to detect the intru-
sion direction. The compact configuration of the radar kits used in the proposed
scheme enable deploying the radars in mobile robots and dynamically position-
ing them in order to configure an optimal sensor arrangement. This versatility
permits the implementation of highly effective intrusion detection solutions.
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Abstract. This paper reports a machine learning approach for people
detection and tracking in indoor environments using a compact radar
system deployed by a mobile robot. The set-up described in the paper
includes a series of experiments carried out in an indoor scenario involv-
ing walking people and dummies representative of other moving objects.
In these experiments, distinct learning models (a neural network and a
random forest) were explored with different combinations of radar fea-
tures to achieve person versus non-person classification.

Keywords: RADAR · Mobile robotics · Machine learning · People
detection

1 Introduction

1.1 Motivation

The utilization of standard sensors such as cameras, laser or infrared in order
to detect the presence of people and other objects in a given scenario of interest
is often hampered by the diversity of environmental effects such as dust, fog,
rain, strong heat or fire. In contrast, radar signals are immune to these distur-
bances. Additionaly, radar systems can be easily parameterized to deal with a
diversity of operational conditions. In recent years, the number and diversity of
applications of radar sensors have been increasing dramatically motivated by the
emergence of inexpensive, self-contained development kits. These devices permit
rapid prototyping and testing of radar-based solutions and their reduced cost
and dimension make them affordable for academic research and permit their
integration in small, inexpensive robots.

Despite the aforementioned advantages, robust feature extraction from radar
data is still an open problem because the radar physics is prone to generate a
diversity of artifacts that pose significant challenges to conventional signal pro-
cessing techniques. This problem is especially dramatic in indoor environments
due to the ubiquity of obstacles (clutter) normally present in these scenarios.
c© Springer Nature Switzerland AG 2020
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The present paper introduces a novel machine learning approach integrated
with mobile robotic platforms to address the problem of radar-based detection
of moving people in an indoor scenario. To the best of our knowledge, none of
the alternative works address the specific problem that we tackle in this paper:
the detection of people (walking and on wheelchair) in indoor environments
based on statistical measures of radar Doppler data acquired by mobile robots.
The envisioned applications include elderly monitoring and rescue operations
in vision-denied environments. Other related works have focused on the use of
micro-Doppler data to detect human motions. Micro-Doppler (effect) is defined
as frequency modulation on the returned radar signal, that is a result of the tar-
get’s micro-motion dynamics, such as mechanical vibrations. Despite the high
potential of the approach, exploitation of this effect with the radar kits on hand
is not suitable for the current application given the demanding signal process-
ing power required to resolve the micro-Doppler components induced by the
targets while simultaneously dealing with the envisaged sensing requirements:
(1) maximum detection range, and maximum unambiguous velocity of different
moving objects, and (2) the inherent vibrations of mobile robots (carrying the
radar sensors) that induce micro-Doppler effects susceptible of masking those of
the targets. The paper does not discuss other sensor alternatives (e.g. vision)
because the radar is intended to work as a complementary instrument or as a
replacement sensor in scenarios where the alternative sensors are prone to fail.

1.2 Summary of Prior Work

According to the main data types and the signal processing techniques applied,
the approaches proposed in the literature to detect and track moving persons
can be divided into the following categories:

Doppler-Based Detection and Range/Doppler/Azimuth Based Track-
ing. This approach is applied in demonstrations and technical documents pro-
vided by the Texas Instruments manufacturer of the xWR1642 and xWR1443
families of FMCW radars; see, e.g., [11] and [8]. It is also adopted in the works of
[12] and [7]. These methods distinguish moving people from clutter based essen-
tially on Doppler data (representative of the velocity of the target relatively to
the radar); static objects can be easily classified as clutter due to their zero-
Doppler attribute while non-zero Doppler measurements associated to people
motion are used to initiate and propagate target tracks in time; data associ-
ation performed for each target relies on additional information regarding the
target position in 2D, including its range and bearing provided by a phased
array radar. The approach has been applied successfully to track multiple peo-
ple with a single, low-cost MIMO radar but it fails in two relevant aspects: (i) it
cannot distinguish moving people from other moving targets of approximately
the same dimensions (or radar cross section) and (ii) it cannot detect or track a
non-walking person even if he/she is performing some task (seated or standing).

Range/Doppler-Based Detection and Range/Doppler/Azimuth Based
Tracking. This approach exploits the extended velocity profile (or velocity dis-
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persion) characteristic of human motion that stems from the fact that humans
do not move as rigid objects but rather present typical oscillating movements
of their members and body; for example, there is a typical spreading and con-
traction pattern of the velocity profile, with a sinusoidal character, in the case
of movement of arms and legs of a walking pedestrian. This approach is obvi-
ously more robust and holds a larger potential of application in most scenar-
ios where humans are required to interact with other mobile agents (including
mobile robots, small vehicles, and other machines with moving parts in general).
An interesting implementation of Range/Doppler-based detection is described in
[6]. The authors apply a Support Vector Machine to classify pedestrians, vehi-
cles, and other objects in an urban area, using an automotive 24 GHz radar
sensor with a bandwidth of 150 MHz as the measuring device. Another potential
application of the Range-Doppler detection approach consists of exploiting the
patterns of hands movements of a person in order to detect her presence and
even to interpret his gestures (for example as remote commands for a robot) [2].

Returned Signal Strength-Based Detection. This approach exploits mea-
surements of signal intensity returned from the target that may be used directly,
as in the case of classification schemes based on the computed absolute radar
cross section (RCS) of targets, or indirectly by exploiting the relative intensity of
the echos corresponding to distinct scatterers of the same target. RCS is a prop-
erty of the target’s reflectivity, commonly used to detect and classify airplanes
in a wide variation of ranges. In principle, the technique can be applied to dis-
tinguish terrestrial targets, because cars, motorcycles, bicycles, and pedestrians
have distinct RCS values. In practice, the method may be difficult to apply due
to the large dependence of RCS measurements on the orientation of the target
relatively to the radar; see, e.g., [9]. To the best of our knowledge RCS has not
been applied before to detection and tracking of people.

A comprehensive revision of the use of radar systems together with the appli-
cation of machine learning for people detection tasks can be found in [5]. The
operation of radars installed on mobile robots, particularly in indoor environ-
ments, is still poorly covered in the literature. Some notable exceptions are
[1,2,10], and [3]. However, none of those works tackles the problem of people
detection and tracking by moving robots that is addressed in this work.

1.3 Main Contributions of the Paper

The main contribution of this paper is the introduction of a new, robust approach
for classification of moving objects based on radar measurements acquired by
mobile robots in indoor scenarios. In terms of formulation and implementation,
the main novelties of the work are: (i) the exploitation of the Doppler histograms
representative of the velocity distribution of the points that constitute the point
cloud acquired by the radar, originated from the multiple radar scatterers of a
given object as a feature that permits a robust distinction between moving rigid
bodies and people, and (ii) the utilization of the radar cross section of targets as a
classification feature; we introduce here a practical method for its computation



382 J. Castanheira et al.

and propose its application in order to implement more robust classifiers and
trackers of people.

2 Terminology, Problem Formulation and Solution

2.1 Basic Terminology and Problem Formulation

Basic Terminology. In radar terminology, any object that can be detected
by the radar is often designate as target. The scalar measure representative
of the radial velocity of the target, i.e. its velocity projected onto the central
axis of the radar transmitter, is designated as Doppler since it is computed
based on the frequency shift (Doppler effect) incurred by the radar wave due
to the target velocity. A frame is a fixed-size packet of reflectivity data (chirp
reflections) that characterizes the state of the target in terms of its distance
(range) and radial velocity (Doppler) relatively to the radar. The multiple-input
multiple-output (MIMO) radar technology considered in this work permits the
discrimination of simultaneous reflections from different points in the plane of
the radar wave by exploiting the beam-forming capability of the MIMO system.
In the present context, a point cloud is a collection of points corresponding
to individual reflections from a scene acquired at a given instant of time and
represented in different positions of the radar sensor grid; these points may
correspond to different reflections from a single object or from multiple targets.

Problem Formulation. The problem addressed here can be formulate as fol-
lows: Given an indoor scenario characterized by the presence of a diversity of
static and mobile objects, implement a method to unambiguously detect the pres-
ence of a walking person and estimate its kinematic properties using range and
Doppler data acquired with a low-cost radar installed on a mobile robot.

2.2 Proposed Solution

Among other characteristics, the motion of people is characterized by the pendu-
lar movements of arms and legs. Other objects, such as robots, usually move as
a block. The pattern of motion of people is, therefore, different from the pattern
of motion of other mobile agents, and thus, capturing this pattern over time and
feeding it to a learning model can provide a mean to dynamically detect people
and distinguish them from other objects.

Another issue is that the RCS of a person (even when seated) can be distin-
guished from that of other objects. Hence, the RCS may be used as a feature in
order to make the classification more robust.

Radar System. The RADAR device used was the AWR1642-BOOST EVM
from Texas Instruments. Details of the radar signal can be found in Table 1.

Radar Data Processing. Although the discussion of this topic is beyond the
scope of this work, the RCS, represented by the Greek letter σ, can be computed
as

σ =
4π3d4Pr

λGPt
, (1)
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where d denotes the distance to the object, Pt and Pr represent the power emitted
by the radar and reflected by the target, respectively, λ is the wave length of the
radar signal, and G is the ratio between the transmission and reception gain.

The velocity of the points belonging to the point cloud of a frame are repre-
sented by a histogram. The histogram is calculated between −6 and 6 m/s with
150 bins. Therefore the bin size (resolution) is 0,08 m/s. Based on this, the tar-
get kinematics is represented as an image by the concatenation of the Doppler
histograms of the successive point cloud of all frames. For a better visualization,
the values of the bins are color coded; see e.g. Figs. 3 and 4.

Based on this configuration, the data acquired in each test is transformed
into a single dataset constituted by 151 elements (150 velocity bins plus one
value RCS) and with a number of data samples equal to the number of frames.

Data Clustering. When performing measurements using the RADAR, clutter
may coexist with the point cloud of an object of interest. It is then important
not only to detect this clutter, but to eliminate it, ensuring that these points
will not be included in the creation of the dataset. The obvious way to segment
the point cloud corresponding to a target is by using an appropriate cluster-
ing method. The method chosen in the current implementation was DBSCAN
(Density-based spatial clustering of applications with noise), [4]. DBSCAN is a
clustering method that relies solely on two base parameters: minimum number
of points and minimum distance between them for a set of points to be con-
sidered a cluster. Henceforth, minimum number of points will be designated as
MinPts and the minimum distance will be designated by Eps. The parameter
values of MinPts = 2 and Eps = 0.6 were chosen based on practical experiments.
Although several clusters can be detected with this method, in the tests per-
formed, we only consider one object in front of the device at a time. Therefore in
all our experimental set-ups for each data frame, the largest cluster is considered
the cluster of interest.

Table 1. Chirp parameters and respective values.

Chirp parameter (units) Value Chirp parameter (units) Value

Start Frequency (GHz) 77 Maximum unambiguous range (m) 5

Slope (MHz/us) 60 Maximum radial velocity (m/s) 5.2936

Samples per chirp 128 Azimuth resolution (degrees) 14.5

Chirps per frame 256 Velocity resolution (m/s) 0.0827

Frame duration (ms) 50 Number of transmission antennas 2

Sampling rate (Msps) 2.5000 Range resolution (m) 0.0488

Bandwidth (GHz) 3.0720 Number of reception antennas 4
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Table 2. ANN hyperparameters. hl stands for hidden layers.

Activation function Relu Num. of hl 4

Num. of neurons (1st to last layer) 100, 70, 50, 20 Learning rate 0.001

Maximum iterations 10000 Random state 42

2.3 Description of Learning Models Applied

The learning models used in this paper are implemented in the well-known
Python machine learning library named scikit-learn. Each model is dependent
on a set of parameters. The parameters for which the respective value is omitted
are considered to use the default values defined in the aforementioned library.
The models applied were an Artificial Neural Network (ANN) and a Random
Forest. The hyperparameters for the ANN are defined in Table 2. The Random
Forest was designed as having a number of estimators of 500 and a maximum
depth of 600, and the random state is set to 0.

The ANN was chosen due to its traditional applicability to image processing
and classification, and the good results it has achieved in this field. Because the
statistical Doppler patterns are represented as 2D images, ANN is an adequate
model to apply using this type of data. The Random Forest was chosen because
it is a model different from the ANN, and allows us to investigate how this model
works in this type of classification task.

3 Experiments

The reported experiments consist of a series of tests performed with a radar
installed on a small robot, the TurtleBot. In order to address the problem on
hand with varying degrees of complexity, two main configurations have been
contemplated: one where the radar is installed on a static robot, and another
with the radar deployed by a moving robot. In both cases, the moving targets
(people and objects) are made to travel along the same set of pre-defined paths
shown in Fig. 1.

3.1 Scenario Configuration

The tests executed for radar data acquisition were performed in an indoor wide
open area, free of obstacles. This simplified scenario is proposed, similarly to
other works described in the literature, in order to permit a proof of concept
involving the type of classification methods proposed here. The host computer
responsible for recording and storing the measurements communicates with the
sensor via a Raspberry Pi connected directly to the sensor. The radar device is
placed on top of the TurtleBot.

A set of blue marks was placed on the ground in order to serve as a visual
guide for the targets and to locate the corners of the field of view (see Fig. 1).
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3.2 Types of Tests Carried Out

Tests with Radar Installed on Static Robot. In order to enable a learning
model to distinguish people from other objects, representative data sets of both
classes of targets had to be provided. Therefore, tests were made with people but
also with a mannequin with a dimension close to that of an adult. Furthermore,
with the intent of making this application as inclusive as possible, people with
limitated mobility were also taken into account by performing tests with a person
driving an automated wheelchair.

Each elementary test in this experiment consisted of an object moving in a
specific direction within the field of view of the radar. In the test field, four types
of directions were considered: from one corner to the opposite one (left to right
and right to left); from the top centre of the field to the bottom centre; from the
centre side of the field to the other centre side. For each direction, the two ways
were considered, yielding therefore a total of 8 different trajectories, as shown
in Fig. 1. For each trajectory, 10 different tests were performed, comprising a
total of 80 tests for each specific object. Three different types of objects were
considered: person walking, person in a wheelchair, and a mannequin. A picture
of the mannequin is shown in Fig. 2, as well as the wheelchair used, and the
radar positioned on the TurtleBot.

The typical pattern of velocity distribution acquired by the radar when a
person is walking in front and towards the device (trajectory C) is depicted
in Fig. 3; the plot clearly shows the dispersion of velocity values associated to
the walking person. For other directions, such as diagonal or transversely to
the orientation of the radar, the pattern is similar. Figure 4 shows the velocity
pattern of the mannequin and of a person in a wheelchair, moving in front and

Fig. 1. Schematic of the test field with the trajectories considered represented by bidi-
rectional non-black arrows, and the limits of the field of view represented by circum-
ferences. The length of each trajectory is represented in meters, and each one has also
a letter identifier.
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towards the radar. As can be seen, the velocity pattern of the locomotion of
the mannequin is clearly different from that of a person. Most of the points of
a person-related point cloud are located within a defined region of the Doppler
domain, and this can be explained by the fact that most of the points represent
reflections from the torso and thus move with the same velocity. However, as
a result of the motion of the arms and legs, there is a clear spread of points
along the Doppler dimension. This spread is symmetrical (both in the positive
and negative side) and approximately periodic. This is in accordance with the
movement of the limbs, which have a velocity superior to the rest of the body
and travel in opposite directions. On the other hand, the motion pattern of the
mannequin is rather different. As the mannequin moves as a block, the majority
of the points have approximately the same Doppler value.

Tests with Radar Deployed by a Moving Robot. The tests performed
with the radar deployed by the moving robot involved the same targets (people,
mannequin, and wheelchair) moving along the same paths as used in the tests
executed with the static robot. In the case of the tests performed with the moving
robot, the robot travelled along a straight trajectory that crossed or converged
with the path of the other targets; see Fig. 1.

4 Results with Radar Installed on the Static Robot

The dataset acquired in this experiment consists of a total of 40430 frames. Out
of these 40430 frames, 21872 correspond to people moving (walking or moving in
a wheelchair), and the remaining 18558 correspond to other moving objects. For
classification purposes, 25% of the dataset was used for test, while the remaining
was applied in the training stage. The dataset was previously shuffled to ensure
an equal representation of both classes (people moving and other moving objects)
in both the training and testing set.

The classification based on the ANN described in Subsect. 2.3, and using as
features the normalized histogram bins as well as the RCS, achieved an accuracy

Fig. 2. Wheelchair (left) and mannequin (center) used in the tests. TurtleBot with
radar installed on its top (right), with an upward inclination of 10◦.
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Fig. 3. Histogramic representation of Doppler measures of a person walking in front
and to the device (trajectory C), with the TurtleBot immobilized. The Doppler axis
only ranges from −4 m/s to 2 m/s because in this case there are no points beyond those
limits. The colour bar on the right represents the absolute number of points.

of 96.1%. Following the standard notation of this field, accuracy is defined as
TP+TN

N , where TP and TN stands for true positives and true negatives (respec-
tively), and N represents the total number of examples. Using the same ANN
with similar hyperparameters but excluding the feature RCS, the performance
was 92.0%. Using the Random Forest, the accuracy attained was 95.3%. As
in the case of the ANN, when the RCS is not used as a feature the accuracy
decreases, in this case for a value of 91.9%. The confusion matrices of the ANN
and Random Forest are represented in Tables 3 and 4, respectively. Note that,
although we only reference the accuracy, all the other metrics (such as precision,
recall, etc) can be derived from the confusion matrices.

Table 3. ANN confusion matrices in the case of an immobilized TurtleBot.

Predicted Not Person (with RCS) Predicted Person (with RCS)

Not Person 4487 175

Person 217 5229

Predicted Not Person (without RCS) Predicted Person (without RCS)

Not Person 4357 305

Person 506 4940
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Fig. 4. Histogramic representation of Doppler measures of a mannequin (left) and
person in wheelchair (right) moving in front and to the device, with the TurtleBot
immobilized. The Doppler scale is the same as the one in Fig. 3. Notice the dispersion
of Doppler of the mannequin, which is caused by small oscillatory movements of its
pending arms combined with a certain component of rotation of the body during towing
of the dummy. In contrast, the person in the automated wheelchair is practically still.
The colour bar on the right of each histogram represents the absolute number of points.

5 Results with Radar Installed on the Moving Robot

5.1 Constraints

When the radar is installed on a static platform, the objects that contribute
with points to the point cloud generated by the radar are only those who have
an apparent movement relatively to the sensor. However, in this experiment, as
the sensor is moving, all objects exhibit apparent movement relatively to the
radar, and thus, all objects contribute with points to the point cloud generated.
Hence, in this experiment the point cloud generated is larger than when the
radar was immobilized. The first tests revealed that this increase of information
(points) is enough to make the radar application provided by the manufacturer
to crash. To solve this problem the radar configuration was modified, reducing
the number of ADC samples collected per chirp, from 128 to 64.

One of the issues observed in this experiment was that the clustering method
wasn’t robust enough to detect and retrieve only the cluster of interest. Due
to the above mentioned reasons, when the sensor is moving, more clusters are
generated than when the robot is immobilized. Thus, choosing the largest cluster
as the cluster of interest does not guarantee that the cluster corresponds to the

Table 4. Random Forest confusion matrices in the case of an immobilized TurtleBot.

Predicted Not Person (with RCS) Predicted Person (with RCS)

Not Person 4450 212

Person 263 5183

Predicted Not Person (without RCS) Predicted Person (without RCS)

Not Person 4316 346

Person 468 4978
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target of interest; it may be generated by any sufficiently large object nearby,
with an apparent motion. To resolve this, an heuristic-based tracking algorithm
was developed in order to detect a cluster and to follow it along a sequence of
frames, and to detect if the cluster chosen to initialize the track is the right
cluster originated with data from the target of interest; see Algorithm 1. This
algorithm considers that from frame to frame, the same cluster can not travel
more that 1.6 m, because otherwise, it would have a velocity higher than what
is expected from objects moving in the environment under study. On the other
hand, the total distance traversed by a cluster along the experiment must be
equal or greater than 1.5 m. Otherwise, it would mean the cluster barely moved,
which can not be the case for the cluster of interest.

5.2 Results

In the current experiment, the complete dataset consists of a total of 25431
frames. Out of these 25431 frames, 12720 correspond to people moving, and the
remaining 12711 correspond to other moving objects. 25% of the dataset was
used for test, while the remaining was applied in the training stage.

Using the ANN described in Subsect. 2.3 and considering the RCS as a fea-
ture, the accuracy attained was 97.7%, while ignoring the RCS the performance
was 96.2%. For the Random Forest, the accuracy were 97.8% using the RCS as a
feature, and 96.5% without RCS. The resultant confusion matrices of the ANN
and Random Forest are represented in Tables 5 and 6, respectively.

Algorithm 1. Heuristic tracking algorithm
Iteration = 1; TotDistance = 0;
while there are data frames do

if Iteration == 1 then
Compute and store centroid of cluster;

else
Calculate closest centroid to previous one;
Store centroid of cluster;
Displacement = distance between previous and closest centroid;
if Displacement > 1.6 then

Iteration = 1; TotDistance = 0;
Start on different cluster;
Continue;

end
TotDistance = TotDistance + Displacement;

end
if Iteration == total number of frames then

if TotDistance < 1.5 then
Iteration = 1; TotDistance = 0;
Start on different cluster;
Continue;

end

end
Iteration = Iteration + 1;

end
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Table 5. ANN confusion matrices in the case of a moving robot.

Predicted Not Person (with RCS) Predicted Person (with RCS)

Not Person 3135 66

Person 83 3074

Predicted Not Person (without RCS) Predicted Person (without RCS)

Not Person 3076 125

Person 115 3042

Table 6. Random Forest confusion matrices in the case of a moving robot.

Predicted Not Person (with RCS) Predicted Person (with RCS)

Not Person 3133 68

Person 74 3083

Predicted Not Person (without RCS) Predicted Person (without RCS)

Not Person 3070 131

Person 91 3066

6 Discussion of Results and Conclusions

As can be seen from the results presented, the performance of the classification
models tested in this study clearly evidence the high potential of the methods to
detect people in indoor environments and to support the application envisaged in
our work. Although the tests with the moving TurtleBot hampered the tracking
and distinction of the cluster of interest, the methods had a better performance
in this case than when the robot was immobilized. In all cases, the classification
models had their performance deteriorated when the RCS was not used as a
feature. In the experiments were the TurtleBot was immobilized, the ANN had
a better performance than the Random Forests. In the experiments where the
TurtleBot is moving, the Random Forests had a better performance than the
ANN. The RCS had a greater impact on performance in the experiments where
the TurtleBot is static, comparing to the experiments where it is moving.

We showed that the approach is effective in two distinct scenarios (robot
immobilized and robot moving) which can lead to a wide range of applications in
robotics. The presence of clutter and its deleterious effect, which can be typical in
indoor environments, was also solved with a simple heuristic tracking algorithm.

In future work we intend to test the same methods in more problematic
scenarios (e.g. with furniture and other obstacles) in order to assess their perfor-
mance and the potential adequacy of different models to the different environ-
ments. Moreover, different parameters of the classification models will be also
tested, and their results evaluated. The configuration of the radar device can
also be altered with the purpose of detecting velocities and distances with a
higher resolution or with larger ranges. The output rate can also be increased.
By modifying the configuration of the radar, we can study how the different
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parameters affect the quality of the data and the performance of the model,
and ultimately determine the best radar parameters. Another interesting appli-
cation is, besides detecting people, to detect other features such as the different
trajectories travelled by each object.
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03/SAICT/2015 - Fundação para a Ciência e Tecnologia.
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Abstract. The use of drones has seen a surge in the last few years with
their employment in a large variety of applications. However, this pop-
ularity has also made improper drone use a threat to privacy, economy
and human lives, requiring the development of methods to detect and
track drones. In this work, we present and experimentally validate an
airborne drone detection system that utilizes a millimeter wave radar
system to detect and follow target drones.

Keywords: MMW radar · Drone · Detection · Tracking · Unmanned
Aerial Vehicle · UAV

1 Introduction

The latest improvements in technology have made drones more available,
cheaper, and easier to use, increasing their utilization both, for professional and
for hobby uses. Although drone use is being regulated and common sense would
prevent harm from use of drones, reckless behavior of hobby users is not uncom-
mon, even harming themselves at times1. Drones flying around airports present a
danger due to a possible collision course with a plane during landing or take-off,
and such incidents are becoming wide spread in recent times2,3,4. The damage

1 https://www.irishtimes.com/news/ireland/irish-news/man-suffers-serious-burns-wh
ile-attempting-to-recover-drone-1.3940450.

2 https://www.theguardian.com/technology/2019/jun/17/flights-delayed-as-drones-
fly-near-east-midlands-airport-download-festival.

3 https://www.todayonline.com/commentary/what-can-singapore-do-counter-rogue-
drones-and-airport-incursions.

4 https://www.todayonline.com/unauthorised-drone-flying-over-changi-airport-caus
es-37-flight-delays.
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caused by drones is not restricted to airports only. They may hit over infrastruc-
ture5, invade privacy6, or they may even be used for terrorist attacks7. These
concerns have raised the need to spot, and at some times destroy, intruding
drones.

Drones have several characteristics that allow them to be detected using dif-
ferent approaches, such as visual [1,2,7,11,12], audio [2,12], Radio Frequency
(RF) [4,9,10,12], infrared [2,8], and radar [1,3,9]. Each approach has some
strengths, and inevitably some weaknesses. Audio detection relies on detecting
and identifying the sound of propellers on the drones and requires discrimination
of background noise. Visual inspection has been used both using high resolution
daylight cameras and low resolution infrared cameras. Visual inspection still
requires favorable atmospheric conditions and a meaningful distance between
the cameras and the drone. A problem with fixed visual detection systems is that
they are not able to easily estimate the full trajectory of the drone. Infrared cam-
eras rely on detecting heat sources of the drones, such as batteries, motors and
motor driver boards. Visual systems need to classify between birds and drones,
which at a distance may not be so trivial. Radar is less affected by environmen-
tal conditions, and it has been the most commonly used method to detect fly-
ing vehicles by military units. However, conventional military radars have been
optimized to detect large objects and have difficulty detecting small drones.
Additionally, target discrimination may not be trivial. Better radar detection
is achieved when the object is several times the size of the wavelength. Hence,
for small drones radars operating at smaller wavelengths may produce better
results.

In this work, we propose using a radar fixed on a drone, called follower
drone, to actively detect and track target drones. This approach allows keeping
a target drone always in the detection range of the follower drone. Additionally,
actively tracking a drone allows localization of the target drone in low line of
sight environments and even when it lands, helping security forces capture the
drone and identify the owner.

The next section summarizes the related work, and then in Sect. 3 the pro-
posed tracking algorithm is described. In the Sect. 4, the tracking algorithm is
validated with experiments. Finally, Sect. 5 draws a set of conclusions from this
work.

2 Related Work

Different groups have used cameras to detect drones. Birch and Woo [1] eval-
uate manual visual detection of drones at various wavelengths such as visual
and various infrared regions during daylight, varying the focal lengths of the

5 https://www.ft.com/content/76728798-7636-11e9-be7d-6d846537acab.
6 https://eu.usatoday.com/story/tech/columnist/2018/09/03/drone-gripes-mount-ho

meowners-complain-breached-privacy-annoyance/1117085002/.
7 https://www.nytimes.com/2018/08/04/world/americas/venezuelan-president-targe

ted-in-attack-attempt-minister-says.html.

https://www.ft.com/content/76728798-7636-11e9-be7d-6d846537acab
https://eu.usatoday.com/story/tech/columnist/2018/09/03/drone-gripes-mount-homeowners-complain-breached-privacy-annoyance/1117085002/
https://eu.usatoday.com/story/tech/columnist/2018/09/03/drone-gripes-mount-homeowners-complain-breached-privacy-annoyance/1117085002/
https://www.nytimes.com/2018/08/04/world/americas/venezuelan-president-targeted-in-attack-attempt-minister-says.html
https://www.nytimes.com/2018/08/04/world/americas/venezuelan-president-targeted-in-attack-attempt-minister-says.html
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lenses as well as the sensor size in the visible spectrum. They run experiments
to detect quad-copters, octa-copters and fixed wing Unmanned Aerial Vehicles
(UAVs), concluding that visual band inspection works best against a uniform
background. However, Birch and Woo also estimate that detection from over
1 km would require cameras with giga-pixel resolution. Rozantsev et al. [11]
work on detecting a drone from a mobile ground platform and for this purpose
they use a camera mounted on the platform. The camera has a partial view of
the sky, and the authors are able to detect whether the UAV and the ground
platform are on a collision course. Hu et al. [7] similarly work in the visual optic
region using a camera mounted at a fixed spot. They first detect the skyline, and
mask the image, leaving out only the sky itself and then search in this region
using change detection followed by blob analysis to detect a moving UAV. Muller
[8] uses static cameras consisting of a high resolution visual band optical system
for daylight operation and a low resolution Short-Wave Infra-Red (SWIR) sys-
tem for detections at night. Muller uses change detection to detect candidates
and removes noisy backgrounds due to both motions of surrounding objects like
leaves and cars, and also noise due to increased sensitivity of SWIR, using a
background model based on density calculations of pixel alarms. Exact source
localization using only video images is not trivial, and acoustic detection has
been used to compensate this. Christnacher et al. [2] use an acoustic antenna
array with a range-gated active imaging system to successfully detect drones.
The active imaging system consists of a pan-tilt camera operating at SWIR
frequencies and relies on active illumination of the target using an infrared laser.

Radar has also been used in various forms to detect drones, despite the fact
that drones may have a very small Radar Cross Section (RCS) making their
detection with a radar, especially at long distances, very difficult [5]. Hoffman
et al. [6] use a ground based multi-static radar using time domain and micro-
Doppler signatures to detect small UAVs. The multi-static radar system consists
of three identical nodes operating in the S-Band (2.4 GHz). Quevedo et al. [3]
use a static ubiquitous radar operating in the X-Band (8.75 GHz) to detect a
flying drone in a range of 2 km with 0.878 m resolution and a probability of
detection (PoD) greater than 0.7. Vinogradov et al. [13], instead of using an
active radar, rely on a passive radar and simulate a UAV-mounted passive radar
to detect intruding drones. The simulation assumes that Long-Term Evolution
(LTE) band mobile base stations operate as Illuminators of Opportunity (IOO).

A possibly less trivial drone detection method is based on the utilization
of the RF signatures of the drone communication. This approach is especially
successful to detect drones for hobby use since these drones depend heavily on
RF communication with a ground station both for control and to relay collected
video data. Drone hardware is known to use RF communication in a special
way, allowing discrimination of drone communication from other RF commu-
nication present in the environment. Nguyen et al. [9] investigate different RF-
based methods to detect drones like detecting RF reflections from the propellers,
detection by eavesdropping the communication between the drone and the base
station, and analyzing movement patterns. It has been even shown that the
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body motion of the drones causes changes in the RF signals emitted by them,
and this has been used by Nguyen et al. [10] to detect and classify different
types of drones. Trusting on the power of data fusion, Shi et al. [12] use a sta-
tionary drone detection system fusing audio, video and RF detection. However,
data fusion is done using a simple or operation on the detections of different
subsystems, which independently classify the detections using a Support Vector
Machine (SVM).

3 Method

The radar used in this work is a 2D radar reporting bearing and range of detected
objects. These detected objects are not always valid targets, but either features in
the environment, such as trees and the ground, or ghost objects which are usually
caused by multi path reflections. Identification and removal of the non-target
objects is the first step in the process. This is done using the Doppler values of
the reported targets. Moving targets cause a Doppler shift in the reflected signal,
which is detected by the radar. This is used to discriminate moving targets
from the static environment, eventually leaving out only mobile targets in the
environment. A drone, even if stationary for some time, has to move to come
to a stationary position, and in this early stage of motion it can be detected.
This detection can later be used in localizing the drone in the static clutter if
necessary.

The second step is tracking the target drone, which will allow detection even
if the target drone decides to keep fixed, and also allow the follower drone to
actively follow the target drone wherever it goes when becomes necessary. This
step is achieved using an Extended Kalman Filter (EKF). Although reporting
just the distance and the bearing of the detected target is a limitation of radar
that at first sight makes it difficult to localize an object in 3D, this limitation
can be overcome by moving the follower drone, which allows observing the target
drone from different positions, and eventually the reconstruction of the full path
of the target drone.

In this work, a constant speed target model is assumed, hence the state, rep-
resenting the latitude, longitude and altitude of the target drone in local coordi-
nates as well as the corresponding speeds, is given by x = (x1, x2, x3, ẋ1, ẋ2, ẋ3)T .
The measurement z = (ρ, φ)T corresponds to the distance measurement ρ and
the bearing measurement φ which are given by

ρ =
√

(x1 − ξ1)2 + (x2 − ξ2)2 + (x3 − ξ3)2 (1)

φ = arctan
x2 − ξ2
x1 − ξ1

+ β (2)

where ξ = (ξ1, ξ2, ξ3, ξ̇1, ξ̇2, ξ̇3)T is the state of the follower drone and β is its
heading. The state of the target drone evolves according to the discrete time
linear model given as

xt+1 = Axt + ζ (3)
zt = h(xt) + η (4)
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where ζ is a term representing the process noise assumed as white Gaussian
(assuming no input), and A is the state transition matrix given in discrete time
by

A =

⎡

⎢⎢⎢⎢⎢
⎢
⎣

1 0 0 Δt 0 0
0 1 0 0 Δt 0
0 0 1 0 0 Δt
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤

⎥⎥⎥⎥⎥
⎥
⎦

(5)

h(x) represents the nonlinear measurement process, and η is the noise in the
measurement.

The EKF estimates the new position of the target drone in two stages. It
first predicts the new state, given by the mean μ̄t and covariance Σ̄t at time t.
For this, Eqs. (6) and (7) are used.

μ̄t = Aμt−1 (6)

Σ̄t = AΣt−1A
T + Qt (7)

In the second stage, the filter corrects the estimate of the first stage using an
innovation term and the Kalman gain using Eqs. (8), (9) and (10).

Kt = Σ̄tH
T
t (HtΣ̄tH

T
t + R)−1 (8)

μt = μ̄t + Kt(zt − h(μ̄t)) (9)
Σt = (I − KtHt)Σ̄t (10)

where K stands for the Kalman filter gain, continuously evaluated by the filter
at each step. Q and R are covariances of the noise in the state and measurement
equations corresponding to the variables ζ and η respectively. H stands for h(x)
linearized around the current state estimate and it is given by

H =

[
1√

(x1−ξ1)2+(x2−ξ2)2+(x3−ξ3)2
0

0 1
(x1−ξ1)2+(x2−ξ2)2

]

˙

[
x1 − ξ1 x2 − ξ2 x3 − ξ3 0 0 0

−(x2 − ξ2) x1 − ξ1 0 0 0 0

]
(11)

4 Experimental Setup

In this work two quad-copters of different sizes were used. The follower drone is
a Sky Hero Spyder X4. It has a carbon fiber frame with a frame size of 0.85 m
(Fig. 1a). It is controlled by a Pixhawk flight controller and it is powered by
400 RPM/V motors and a 6 S 16000 mAh LiPo battery. The drone is additionally
equipped with two IMUs, whose measurements are fused by the flight controller,
a Drotek DP0601 GNSS receiver with an external GNSS antenna, a Drotek
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RM3100 compass, and a Texas Instruments AWR1642 radar, which was used to
track the target drone. The drone weighs in total 5.5 kg, and despite this, thanks
to the large LiPo battery, it can operate up to 45 min long, allowing search and
detection of targets for an extended period. The target drone, a smaller Sky
Hero Little Spyder drone, has a frame size of 0.45 m. It was similarly built out
of a carbon fiber frame (Fig. 1b). It is controlled by a Pixhawk flight controller,
powered by 950 RPM/V motors, and carries a much smaller 4 S 3700 mAh LiPo
battery. This drone has two IMUs and integrated u-blox M8N receiver with an
integrated GNSS antenna.

The AWR1642 is a 2D radar with 2 TX and 4 RX antennas. It operates
in the 76–81 GHz frequency range and reports range and bearing of detected
objects. It is a customizable radar which allows configuring various parameters
such as range, resolution and thresholds. In the first set of experiments, the
follower drone was equipped with a AWR1443 3D radar from the same company.
The AWR1443 reports range, bearing and at a lower resolution the elevation
angle. However, in our preliminary tests it was not able to detect the target
drone from all angles, forcing us to use the AWR1642, which showed better
detection performance. Although AWR1642 reports detections in 2D using range
and bearing, it transmits a 3D electromagnetic wave enabling detection in a 3D
cone, but not reporting.

5 Experimental Tests and Results

The tests were performed on a field with some trees (see Fig. 1c). The first test
aimed not only to detect but also to properly localize the target drone. Since
the radar reports only range and bearing, 3D localization of the target drone
requires moving the follower drone and fusing the collected data in an EKF, as
was described. Therefore for this test, the target drone kept flying at a constant
position as the follower drone was moved up and down along a line, and also
side to side along a horizontal line (Fig. 2a). The accuracy of fusion is shown
in Fig. 2b. The error, which is the distance between the GNSS position and the
position estimated by the EKF, in the vertical direction can be seen to be less
than 1 standard deviation of the vertical GNSS error, and the horizontal error
is close to 2 standard deviations of the GNSS error, showing that moving the
drone vertically and fusing the measurements using the EKF produces accurate
position estimates. In this work RTK GNSS was not available and therefore raw
GNSS values reported by the drones had to be used as ground truth.

The second test aimed to evaluate the maximum detection range of the radar.
For this, the follower drone was programmed to keep its pose at a constant height
and fixed position. The target drone was programmed to ascend to the same
height as the follower drone and fly 40 m away from it, and then return back
and land at the starting position (Figs. 1c and 3a). Although the radar was set
to detect objects up to 60 m away, the reflections from the drone were too weak
to be detected by the radar after 25 m. The radar was able to detect the target
drone sufficiently well in the first 25 m, which allowed successful reconstruction
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(a) (b)

(c)

Fig. 1. (a) The follower drone (b) The target drone (c) Both drones in flight during
a test. The follower drone is kept at constant height, the target drone is moving away
from and than back to the follower drone.

of the target drone’s trajectory (Fig. 3b), especially along the outgoing direction.
In the return direction, the EKF takes some time to relocate the drone, which
is normal because the drone was lost after 25 m, and as the drone reenters the
detection range there are not enough detections to help the EKF to quickly
converge. Note that, in this test the altitude of the target drone was taken to be
fixed in the EKF when fusing the measurements.
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Fig. 2. Target localization test. (a) The target drone ascends and flies at a fixed posi-
tion, the follower drone flies up and down reading the shown reflections. (b) Errors in
the vertical and horizontal directions of the data fusion process.
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Fig. 3. Maximum range estimation test. (a) The target drone ascends, and then flies
30 m away from the starting point, and then returns and lands at the starting position.
The follower drone ascends, and keeps flying at a fixed position. (b) View from the
top of the trajectory of the target drone and the trajectory estimated through radar
readings using EKF.
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6 Conclusion

In this paper, we have presented preliminary results of tracking a drone using
a radar mounted on another drone. Although the radar used in this work was
not able to detect the drone at long distances, the results are promising. Further
improvements to the detection algorithm in the radar, which was programmed
to detect much larger objects by the manufacturer, will help increase the range.
Additionally, actively following the target will reduce the importance of having
a much larger range. Following this work, we are planning to develop active
tracking algorithms on the follower drone that will help follow the target drone
at a safe distance, eventually reconstructing its full trajectory from detection to
landing. Additionally, we are planning to integrate a camera in order to help the
identification of drones, avoiding possible erroneous identification of large birds
as drones, and eventually help in data fusion in favorable light conditions.
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Abstract. Individualization of rehabilitation therapies for gait recovery
is usually guided by subjective assessments based on the perception of
the patient or the therapist. The use of sensorized devices can provide
more objective data to adapt the therapy to each patient. In this work,
an approach to recognise different daily activities is proposed based on
the data captured by an instrumented tip for crutches. The developed
approach is based on two steps: a pre-processing based on obtaining a
set of statistical indicators, and an artificial neural network that pro-
cess them. The proposed methodology has been tested in a group of 13
volunteers, allowing to recognize three critical daily activities (walking,
standing still and going up/down stairs) with a success rate of 88%.

Keywords: Gait monitoring · Rehabilitation · Artificial neural
network

1 Introduction

Neurological disorders have become one of the main concerns in developed coun-
tries due to their high impact on society and economy. The World Health Orga-
nization (WHO) calculates that nearly 1/6 of world population is affected by
these disorders, representing nearly 12% of the deaths in a year basis [12].

One of the most challenging neurological disorders is Multiple Sclerosis (MS)
due to the physical and cognitive decline it causes. It is estimated that nearly 2.3
million people are affected by this disease, which usually affects young women
and men in their thirties [5]. The MS is a chronic autoimmune disease in which
the immune system attacks the nervous system, destroying the capability of
sending signals to the different parts of the body. This way, depending on which
parts of the nervous system are damaged, the evolution and symptoms of the dis-
ease are different in each patient. Usually, motor functions are diminished (force
loss, spasticity, loss of balance,...), sensory and perceptual alterations appear
and a gradual cognitive decay arises. In addition, muscular fatigue is one of the
main symptoms of the disease, increasing in its intensity as the illness evolves.

c© Springer Nature Switzerland AG 2020
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Pharmacological treatments are under research with the aim of slowing down
or even stopping the degeneration caused by this illness. However, currently there
is still no cure for it. Therefore, palliative treatments and neurorehabilitation
therapies are critical to reduce the illness progression and maximize the quality
of life of patients. Recent studies [10] have demonstrated that appropriate reha-
bilitation therapies can maintain or even improve the gait ability and strength of
the people with MS, and reduce the fatigue perception. However, the available
evidence does not offer objective information about the volume and intensity
of the assessed therapies. Thus, it is difficult to reproduce the interventions to
further advance in the search for efficient therapies directed to the particular
characteristics and needs of patients with MS.

Therapy individualization depends on the particular state of each patient,
which is related with the capacity to perform everyday activities [4]. For instance,
a more active patient that walks a couple of kilometers every day will present
different needs than one that does not perform such activity. Hence, an objective
quantification of the physical activity of the patients performed during the day
may be a valuable tool for the efficient planification of the therapy. For this
purpose, technological solutions can be used to monitor the patient. One of the
most widespread solution is the use of wearable sensors [15,16], and in particular,
the use of IMUs (Inertial Measurement Units). These devices are attached to
different parts of the body and measure their angular velocity and acceleration.
Although their cost is not high, they require to be positioned properly in the
body, and its placement is invasive for the patient. Other solution, which is
more appropriate for those patients that require walking assistance, such as MS
patients, is the use of instrumented crutches or canes [3,14]. This solution is less
invasive, and allows to integrate IMUs and force sensors within the cane in order
to monitor gait.

Once the monitoring device provides the raw data, it has to be processed to
perform the activity classification. Some researchers have designed classification
approaches that use the unprocessed raw data. These usually require more com-
plex activity recognition algorithms with increased computational cost, such as
Convolutional Neural Networks [6] or traditional Multi-Layer Perceptron (MLP)
neural networks with a high amount of hidden layers [18]. In order to reduce the
computational burden, a two-step approach is usually carried out by the works
proposed in the literature. First, the raw data is reduced by extracting a set of
indicators that may be statistical (mean square, maximum, kurtosis, standard
deviation, peak to peak values or interquartile range) [1,7,8,13], frequency based
[19] (average oscilation cycle) or phase analysis [2]. Second, a neural-network
based classificator is designed based on the previously stablished indicators. In
general, MLP neural networks provide good results for this purpose [8,9,11,17].
However, their topology (hidden layer and neurons) varies significantly in each
proposal as it depends on the number of indicators used to feed the neural net-
work, the quality of the training samples and the number of activities that are
able to classify (walking, running, standing still, going up the stairs, going down
the stairs, etc.). Moreover, most of the approaches are based only on the data
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provided by wearable IMUs, neglecting other sensor sources such as force or
barometric pressure that may enhance the classification capabilities.

Hence, in this work a novel classification approach is presented based on the
data provided by an instrumented tip which provides both IMU data and force
sensor data. The instrumented tip has been designed to fit any regular crutch
or cane, so that it can monitor daily activities of MS patients, being this work
a first step thought this goal. The developed activity recognition algorithms is
computationally efficient and is based on six significant statistical indicators,
that are able to classify three critical activities: standing still, walking and going
up/down stairs.

The rest of the paper is structured as follows. In Sect. 2 the instrumented tip
design, the integrated sensors and its adquisition system are detailed. Section 3
details the dataset used to develop the recognizing algorithm. Section 4 shows the
indicators selected for the activity classification. Section 5 defines the method-
ology to train the neural network to perform the activity recognition. In Sect. 6
the designed activity recognition system is tested, and its success rate detailed.
Finally, the most important ideas are summarized in Sect. 7.

2 Instrumented Tip

Figure 1a details the proposed instrumented tip developed for monitoring daily
activities. The tip, whose custom-designed structure has been manufactured in
light aluminium, is designed to fit any regular crutch or cane easily using a
bolt-based attachment. Its structure houses a series of sensors and conditioning
circuits that provide information about the movement of the crutch or cane it is
attached to. The adquisition system and the power source are housed in a belt
that is connected using a cable to the tip. This disposition eliminates the need
to allocate this extra weight in the tip of the crutch or cane, making is motion
easier for a patient.

As previously stated, the instrumented tip allows monitoring the motion
and force of the crutch or cane it is connected to. In order to measure the
longitudinal axis of the crutch, an HBM C9C piezoelectric force sensor has been
integrated in the aluminum structure. A mobile part within the tip transmits
the force from the rubber tip of the crutch/cane to the sensor, causing small
deflections that are measured by it. The selected sensor can measure up to
1200 N. However, the generated voltage is small and requires a conditioning
circuit and an amplification Integrated Circuit (IC) to be properly measured.

The motion of the tip is measured using two additional sensors. A MPU-6000
Inertial Measurement Unit (IMU) has been used to provide the values of the lin-
ear acceleration and angular velocities. This IC integrates a triaxial accelerome-
ter, a triaxial gyroscope and its corresponding Motion Processing Unit, providing
information of the amplitude of the motion of the tip on its reference system.
This reference system is detailed in Fig. 1b, where the z axis is aligned with the
longitudinal axis of the crutch and the x axis is aligned with the front part of the
crutch/cane. On the other hand, a SCA100T-D02 two axes inclinometer is also
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(a) Crutch Elements (b) Crutch Axes

Fig. 1. (a) Crutch and elements that compose it. (b) Reference Axes of the crutch.

used, which provides absolute information of the anteroposterior and laterome-
dial inclination angles of the tip. Please note that although the latter provides
absolute inclination with respect to the ground, inclinometers do not perform
properly in dynamic scenarios (accelerations, impacts,...), so its measurement
will not be used in this work.

Regarding the Data Adquisition System (DAQ), a myRIO device from
National Instruments has been used due to its compact form factor. This embed-
ded system is powered by a battery that is fitted into a belt (Fig. 1a). The myRIO
is programmed in Real-Time with an application to read and process the data
of the aforementioned sensors periodically (50 ms adquisition cycle). This data
is stored into the myRIO, and also sent via WiFi to a computer, which can be
used for monitoring purposes.

3 Activity Database Generation

The design of a proper recognition approach requires first to define a proper
database that for each of the different cases to be considered and classified, stores
its corresponding raw data. This data are provided by the different sensors of
the aforementioned instrumented tip. In addition, due to the differences of each
person, an appropriate population of volunteers is needed to perform the tests.

Note that although the motivation behind this work is to develop solutions
for MS patients, a set of healthy people were selected for developing the initial
database. This was justified due to the increased complexity of carrying out
tests with MS patients, and the need of validating first the methodology prior
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to patient testing. Hence, a total of 13 healthy people (9 Male and 4 Female)
have been selected for the database generation.

As the goal is to get enough data to define each category (walking, standing
still, going up/down stairs), two tests have been defined to emphasise each one
of these activities:

1. Walking 27 m in a straight line, and at a constant, regular walking speed. The
acceleration and deceleration phases were not considered in these 27 m.

2. Going up/down 11 stairs. First, the volunteer goes up the stairs, stops, and
then goes down back to the starting point. Each volunteer repeats twice each
test, generating 26 sets of data for each test

In addition, before each test was started, the volunteers were asked to remain
still 5 s in the starting position, to capture data for the standing still activity.

Once the tests were performed, the obtained time evolution was segmented
in smaller windows associated to each step. This was carried out using the force
sensor signal from the crutch. In the signal captured by the instrumented tip, the
stance phase (when the crutch is in contact with the ground and the maximum
force is exerted) and the swing phase (when the crutch is displacing in the air
with no contact) can be easily detected by searching for the maximum force
peak, as seen in Fig. 2.

Fig. 2. Force Sensor Data and segmentation procedure illustration.

Using this procedure, a total of 553 sets of data associated to steps in a
straight line (approximately 44 steps for each volunteer), 192 sets of data asso-
ciated to steps going up stairs (14 steps for each volunteer) and 203 sets of
data associated to steps going down stairs (15 steps for each volunteer, approx-
imately), making a total of 395 samples for this activity (the different amount
of steps up and down is due to the fact that the volunteers did not always go
up/down stairs one by one). As volunteers did not perform steps when stand-
ing still, a worst case scenario was considered to create a null step. Volunteers
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presented a time-step from 0.5–3 s, hence, a 3 s window was used to segment
the standing still data, obtaining a total of 2150 sets associated to this activity.
Then, this set was randomly reduced to 430, in order to equilibrate the number
of samples in each activity.

Note that all tests were carried out with the appropriate Ethics Committee
approval (code HC180138) and the required informed consents, in which each
volunteer was informed of the use that will be given to the data obtained during
the tests.

4 Statistical Indicators Based Preprocessing

Each of the sets associated to a step in the database stores the time evolution of
the 7 different variables measured by the sensors, this is: linear accelerations in
X, Y and Z axes, rotational speed in those axes and longitudinal force. Even after
segmenting, they are an important amount of data that needs to be processed
and analysed in order to properly sort the different activities.

As previously detailed in the introduction, there are two approaches when
dealing with the design of activity recognition. One approach considers feeding
the raw data into the designed algorithm, which usually implies higher compu-
tational cost. The second one, tries to reduce the raw data to a set of indicators
or features, usually statistical ones, so that designed approach is more efficient.
In this work, the second approach has been selected, requiring a first analysis to
define the best indicators.

In the literature, statistical operators have been usually proposed to extract
significant data from the raw time evolution of gait parameters. In this work
the following parameters have been analysed for each of the 7 aforementioned
time variables: the mean value, the standard deviation, the kurtosis value, the
25, 50 and 75 percentiles and the interquartile range. Each of these operators is
applied to the segmented set associated to a step that are stored in the database,
then, considering all the sets associated to an activity (going up/down stairs and
walking) their statistical distribution is analysed.

The most relevant indicators are summarised in Fig. 3. Note that some indi-
cators have not been shown (entirely or for a given time variable) as they do not
provide relevant information that allows to classify the different activities. The
selected six indicators were selected after analyzing the differences in the statis-
tical distributions (mean, deviation, distribution type) associated to each study
cases. Specifically, those that presented more differences in their distribution
were selected, as the hypothesis was that this would help better classification.

The relevant indicators are represented by a histogram (Fig. 3). This way
the difference in the data distribution can be analysed for all the volunteers.
Note that two main variables are used to define the indicators: the rotational
velocity around the x axis (Fig. 1b) measured by the gyroscope and the linear
acceleration of the z axis (Fig. 1f), both related with the anteroposterior move-
ment of the crutch/cane. Five different statistical indicators are derived from
the gyroscope x motion, as they present different statistical distributions: the
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standard deviation (Fig. 3a), the 25th (Fig. 3b), 50th (Fig. 3c), and 75th (Fig. 3d)
percentiles, and the interquartile range (Fig. 3e). For these indicators, the statis-
tical distribution of the different activities present significant differences in their
mean value or mode, suggesting that these could be used to differentiate the

(a) (b)

(c) (d)

(e) (f)

Fig. 3. Most relevant indicators histogram.
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different scenarios. Finally, the interquartile range (Fig. 3f) of the z acceleration
provides also relevant data, as this variable is related with the up/down motion
of the crutch, and it is assumable that the user will present higher values in this
variable when going up/down stairs than in the rest of the cases.

5 Neural Network Design for Activity Recognition

Once the set of indicators has been selected, a proper activity recognition algo-
rithm has to be defined. As stated in the introduction, Artificial Intelligence
approaches, such as Artificial Neural Networks (ANN), are one of the most pop-
ular solutions for this purpose.

Fig. 4. ANN layers structure

Hence, the proposed algorithm is based on a Multi-Layer Perceptron ANN
which will process the set of six indicators defined in the previous subsection,
and identify which of the proposed three activities (walking, standing still or
going up/down stairs) is the user performing at each step. In order to determine
the identified activity, three outputs will be defined in the ANN (one associated
to each activity). This way, for each activity, its corresponding output will be
activated with a high (1) value, while the other two will remain inactive (0
value). A single hidden layer has been defined for the network, with a variable
number of neurons that will be experimentally adjusted. The overall structure
of the network is depicted in Fig. 4.

A supervised learning approach using the Levenberg-Marquardt algorithm is
used to train the network (maximum of 200 epochs, no early-stopping, 0 target
error, 500 iterations, Hyperbolic tangent sigmoid activationtransfer function,
µ = 1E−5). This approach requires to define proper training and validation sets,
composed by the inputs (extracted from the database) and the targets (generated
from the identified activity, using the previously defined boolean codification).
In order to preserve the generalizing capabilities of the ANN with different users,
the training and validation sets are generated using data from different volunteers
(the data from 9 volunteers is used for the training set, while the other 4 are
used to generate the validation set, the selection of these volunteers has been
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Table 1. Number of samples

Training set samples Validation set samples

Straight 370 183

Stairs 283 112

Still 298 132

done randomly). The summary of the samples for each activity to be identified
and set is shown in Table 1.

In order to determine the best hidden layer configuration, the network is
trained considering different amount of neurons in its hidden layer, these exper-
iments had been carried out using 5 to 100 neurons. For each configuration, the
ANN is trained 500 times with randomized initial weigths and considering the
samples within the training set.

Once trained, each ANN is fed with the samples of the validation set, and its
outputs are compared with the target ones. It is to be noted that the proposed
ANN does not provide boolean outputs. Hence, each output of the ANN needs
to be postprocessed, considering a high value if the value provided in that output
is equal or greater than 0.5, and a low value if less. A global success rate for each
network is then calculated, i.e. the percentage of samples within the validation
set the ANN is able to classify correctly. This global success rate will be used as
a metric to select the best ANN for a given number of hidden layer neurons.

6 Results and Discussion

Following the methodology detailed in the previous section, a set of ANNs has
been trained considering 5, 10, 20, 30, 40, 50 and 100 hidden layer neurons. For
each hidden layer neuron configuration, 500 ANN have been trained and the one
with the best global success rate has been selected as the representative for that
configuration.

For each selected ANN, the partial success rates for each activity have also
been calculated, i.e., the number of samples the ANN is capable of classificating
correctly versus the total number of samples of that activity. This will allow to
perform a better analysis on the capabilities of the developed approach.

Results are summarised in Fig. 5, where the global and partial success rates
versus the number of hidden neurons is detailed. From these results it can be
concluded that if the global success rate is considered, all the analysed hidden
neuron configurations provide good results (over 88%).

However, the partial success rates presents important differences. For
instance, it can be seen that in the general case, the ANNs are capable of recog-
nizing when the person is still with at least 97% success rate, as it is the clearer
scenario, being the dynamics of this activity very different from the other two.
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Fig. 5. Success Rates vs Hidden layer neurons

On the other hand, the differences between walking straight and going
up/down stairs are more subtle, as seen in Sect. 4. The success rates in these
scenarios are around the 80%, which is an acceptable rate. However, it is to be
noted that the ANNs have difficulties recognizing the patterns between the two
activities. The particular case of 5 hidden neurons is to be noted, as its perfor-
mance when recognizing the up/down stairs activity is lower than the 80%. It
can be concluded that less than 10 neurons do not provide enough processing
capability to learn the differences between the aforementioned two activities.

However, increasing the number of neurons does not provide increased success
rate (the differences with 10 to 50, and even 100, neurons are quite small). It
is to be noted that all ANNs finished training before the maximum number of
epochs due to low gradient in their overall evolution. Hence, as increasing the
number of hidden layer neurons does not provide significant improvements, the
conclusion to be drawn is that further research is required on the selection of the
indicators, and the source sensor data, to obtain better success ratios for these
activities.

Looking at the results obtained, the best ANN configuration is considered to
be the one with 10 neurons. Note that even if better results are achieved with
a greater number of neurons, the computational cost increase is higher than the
increase in the success rate. On the other hand, a less number of neurons does
not guarantee proper sucess rate.

7 Conclusions

Physical activity monitoring outside clinical environment is a key issue when
assessing neurological disorder patients. This requires a individualization of this
therapy, which depends on the daily routines of the patient.

In this work a first step towards this goal is presented, proposing a method-
ology to develop a neural network based activity recognition algorithm based on
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the data provided by an instrumented crutch/cane tip. The approach is based
on two steps: a preprocessing phase, in which statistical indicators are evaluated
for each step; and a training phase where an ANN is trained to recognize three
main activities: standing still, walking and going up/down stairs.

The developed approach provides a success rate over 85%, and stablishes
a starting point for further developments. However, some drawbacks exist if
increased success ratios are required. Therefore, future work will require analyz-
ing the best set of sensor source and indicator processing.

In addition, obtaining data from MS patients is mandatory for future devel-
opments, as it is expected that the variability of walking patters will present
challenges to be considered by the classifier.
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Abstract. This paper presents ExoFlex, an upper-limb flexible
exoskeleton (exosuit) intended for assistance in elbow and shoulder reha-
bilitation therapies. The soft nature of the device allows it to easily adapt
to human biomechanics. The presented exosuit is equipped with a cable-
driven transmission in which torque is generated by two direct current
(DC) motors. A super-twisting sliding mode controller (SMC) has been
simulated and implemented for elbow and shoulder flexion and exten-
sion movements. ExoFlex has proven to effectively assist its wearer in
experimental tests.

Keywords: Exosuit · Soft-robot · Sliding-mode control ·
Cable-driven · Rehabilitation

1 Introduction

Advances and research achieved in recent decades have led to the development
of exoskeletons, thus giving rise to a broad range of specialised devices to meet
different needs, from mobilising large loads in the workplace [1] to assistance
of patients [2] in rehabilitation. Flexible exoskeletons or exosuits are defined
as fully wearable devices, with low weight and volume that do not restrict the
user from making natural movements with the goal of meeting similar attributes
to rigid exoskeletons. It is worth mentioning that exosuits do not increase the
capacities of the user since the bone-anatomical structure is the direct recipient
of the resulting efforts. In addition, weight restrictions applied to these devices
usually limit the use of high torque motors that meet the speed requirements.

Moved by this increasing tendency, the authors introduce in this paper
ExoFlex, an upper-limb cable-driven exosuit oriented to rehabilitation tasks.
The exosuit’s control system is analised in detail.

c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 417–428, 2020.
https://doi.org/10.1007/978-3-030-36150-1_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36150-1_34&domain=pdf
http://orcid.org/0000-0001-5889-7816
http://orcid.org/0000-0003-0627-1832
http://orcid.org/0000-0001-9940-6331
http://orcid.org/0000-0002-9750-8606
http://orcid.org/0000-0003-0030-1551
http://orcid.org/0000-0001-6652-0090
http://orcid.org/0000-0002-3775-7889
http://orcid.org/0000-0003-1900-0222
https://doi.org/10.1007/978-3-030-36150-1_34


418 D. Pont et al.

2 State of the Art

This section focuses on the state of the art of upper-limb exosuit’s mechanical
design and control methods for cable-driven exosuits.

2.1 Exosuits Mechanical Desing

The most typical architecture for soft exoskeletons is based on cable-driven trans-
missions. For example, CRUX [3] is a textile-based robot with motion capture
to identify lines of minimal extension in the upper extremity, deriving a cable
map from those lines. It uses a mimetic algorithm that synchronises the posi-
tion of one arm to the measured position of the other one using a set of Iner-
tial Measurement Units (IMUs) for position feedback. Another cable-driven soft
wearable device for human assistance is a design developed in [4] which provides
support to the elbow joint motion based on Bowden cables and two DC motors,
which are torque-controlled through a PD controller. This system combines a
serial-elastic-actuator based transmission and a power-storing architecture in a
relatively small hardware. This allows to passively sustain high loads. An alter-
native to this kind of motion transmissions is shown in [5], where a simple design
of an inflatable version of a soft robotic shoulder exosuit is presented, achieving
position control by applying varying magnitudes of pressure.

2.2 Cable-Driven Transmission Control

Bowden cable transmissions are widely used in many robotic applications such as
parallel robots, bioinspired robots or exoskeletons. However, to our knowledge,
studies applied to control of cable-driven exosuits are relatively new.

There are two major types of controllers applied to exosuits. The first group
gathers position controllers. This kind of scheme is used in cases in which the
angle of each joint needs to be accurately controlled. The second group of con-
trollers is based on force/torque control. These controllers are usually used as
low-level ones.

In [6], a three-level control paradigm for a cable-driven upper limb exosuit
is proposed in order to deliver the appropriate assistive torque to the elbow
joint: a high-level control which combines an assistive torque estimator and a
human arm model with admittance control; a mid-level control to compensate
for the backlash in the transmission and convert the arm motion reference to the
desired position of the actuator; and a low-level control, which compensates the
non-linear dynamics of the Bowden cable to provide the desired assistive torque
at the joint. In order to independently control the elbow joints of both arms of
the exosuit, using two modules driven by the same prime actuator controlled
with a finite-state machine is proposed in [7], while a refined design of an exo-
suit for the elbow joint driven by two Bowden cables and a single DC motor is
presented in [8]. A low-level closed-loop velocity controller with gravity compen-
sation and a high-level assistance estimator based on the subject’s intention of
motion detection have been implemented.
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In another context, for the past few years, several studies of cable-driven
systems relying on sliding mode control (SMC) have been presented. In partic-
ular, in [9], the authors propose an optimal non-singular terminal sliding mode
control scheme using a super-twisting algorithm for the trajectory tracking of
cable-driven manipulators. An exoskeleton oriented to passive rehabilitation of
upper limbs using SMC is presented in [10]. The proposed approach only uses the
exoskeleton nominal model while the system upper bounds are adjusted adap-
tively. Likewise, a cable-driven robot for upper-limb rehabilitation using a sliding
mode controller combined with a non-linear disturbance observer was developed
in [11]. Position tracking results were compared with a PID implementation
and a traditional sliding mode controller, showing a significant tracking accu-
racy improvement. Moreover, a cable-driven elbow exoskeleton for use in robotic
rehabilitation tasks is proposed in [12]. A low-level sliding mode control of the
joint is implemented in this device. This approach is based on a new robotic
bio-joint and sensor (named BJS by the authors) and the use of a dynamical
model of the system.

3 ExoFlex General Description

The exosuit presented in this article (Fig. 1) is made of a base of fabric, over
which some small nylon 3D printed rigid pieces are attached in strategical points
in order to, in combination with metalic sheaths, route the transmission Bowden
cables. Some of those pieces have been directly sewn to the cloth and others
are fixed using velcro fastenings to adapt to the wearers’ anatomy. The pieces
were first placed according to the arms tendons’ distribution. Starting from that
disposition, obtaining the number, shape and position of those pieces has been
fruit of an iterative process in which errors or improvable aspects have been
observed and subsequently corrected based on the wearers’ experience.

Fig. 1. ExoFlex, soft robotic exoskeleton for upper-limbs

The Bowden cables are actuated by DC motors with their corresponding
gearboxes. Each cable is responsible of the movement of one independent degree
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of freedom (DoF). The actuation system and control electronics have been posi-
tioned over a metallic structure (Fig. 2) attached to a heavy wooden board lying
on the ground. To ease testing the exosuit, a chair has been attached to the struc-
ture. This layout protects the user’s back and improves their comfort during the
experiments.

Control software has been implemented over a Texas Instruments
LAUNCHXL-F28379D board. A prototype shield board which gathers all the
necessary electronics for control, such as motor drivers, current sensors or volt-
age converters has been designed and built. Hardware current limiting has been
included to protect the actuation system.

Fig. 2. ExoFlex electronics and actuation system

As evidenced by some clinical studies such as [13] and [14], a broad set of
daily tasks is performed using a subset of the full range of joint motion of the
arm. Consequently, ExoFlex has been designed to cover this main region of
the workspace, as shown in Table 1. As a first approach, 2 degrees of freedom
(elbow and shoulder flexion and extension) have been effectively controlled and
actuated, but ExoFlex’ soft nature allows the user moving the arm in other
directions. A third motor has been included in the actuation system to control
the shoulder abduction-adduction movement in future versions.

In [15], a study comparing an upper-limb traditional rehabilitation method-
ology to a robot-assisted therapy for people who had suffered stroke was carried
out. The results that were obtained showed an improvement of articular range
and strength using the robot-assisted therapy. According to this study, three
main types of rehabilitation exist depending on the robot and the patient inter-
action. The first one is passive rehabilitation, in which the patient relaxes his
arm, in this case, and the robot moves it according to position targets defined
by a programmed trajectory. The second one is the active-assisted mode. In this
mode, the patient starts a movement toward the target and the robot provides
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Table 1. Mobility angles allowed by ExoFlex

Movement Range

Elevation of the anterior deltoid From 0◦ to 120◦

Adduction/Abduction From 0◦ to 120◦

Displacement on horizontal plane From 0◦ to sagittal crossing at 30◦

Cross elevation with respect to the sagittal
plane, ascending direction

From 0◦ to 100◦

Cross elevation relative to the sagittal plane,
downward direction

From 0◦ to 100◦

Extension/flexion of the elbow From 0◦ to 145◦

force in that direction. Finally, in the active-constrained mode, the robot pro-
vides a resistance force in the direction of the desired movement. As a starting
point, ExoFlex has been oriented to passive-rehabilitation tasks for elbow and
shoulder flexion and extension movements.

4 Exosuit Modelling and Control

In order to design an appropriate control law for the aforementioned exosuit’s
movements, it is first necessary to obtain a representative mathematical model of
the system. A discrete state-space representation of the model has been selected,
since this kind of models are the most adequate for simulation and digital con-
trol implementation. Figure 3 shows a sketch of the system. Table 2 gathers the
system’s main variables with their notation.

Table 2. System variables

Variable M1 Elbow M2 Shoulder

τ gearbox τ1
12 τ2

12

τ arm-gearbox τelb τsho

τ exo-articulation τee τes

τ human-articulation τhe τhs

τ total articulation τetot τstot

Cable tension FTe FTs

Gearbox angle θ1m2 θ2m2

Articulation angle θe θs

4.1 Modelling Considerations

When addressing the modelling of the system, two main problems arise. The first
one is the model parameters’ dependence on the exosuit wearer’s arm complex-
ion. Since the user’s arm is a part of the model, parameters such as mass and size
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of the limb are highly variable among subjects. Moreover, the flexibility of the
exoskeleton makes practically impossible to place it over the arm always in the
exact same position. The second problem is the existence of hard non-linearities
such as slacks, hysteresis and dead zones derived from the exosuit’s cable-driven
transmission and its soft nature.

Fig. 3. Model sketch

These factors make the exosuit presented in this work a complex system to
highly-accurately model, so some simplifications have been applied. In relation
to the first issue, intermediate standard arm dimensions, masses and inertia
moments have been chosen to model the system. Moreover, the upper-arm (green
bar in Fig. 3) and forearm (blue bar in Fig. 3) links have basically been modelled
as simple uniformly-distributed-mass bars, whose mass centre is located in the
geometrical centre of each link. As the movements in which ExoFlex can support
the user until the date are flexion and extension of elbow and shoulder, both
articulations have been modelled as 1 DoF revolute joints.

The nature and number of hard non-linearities inherent to the system make
modelling them a really hard task. Furthermore, these non-linearities are greatly
dependent on the way the exosuit fits every user’s arms. For these reasons, the
hard non-linearities have not been included in the state-space model. Finally, the
possible interaction of the user and the exosuit in terms of user’s torque applica-
tion to the system has also been considered. The wearer’s torque contributions
in both elbow and shoulder have been modelled as external perturbations.
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4.2 Mathematical Modelling

In order to obtain the model of the system, the Euler-Lagrange approach has
been used, as shown in (1)

d

dt

(
∂L
∂θ̇

)
− ∂L

∂θ
= ψ = τe + τh − Bθ̇ (1)

where ψ is the vector of non-conservative generalized torques performing work
on the articulations θi. This term includes the torque exerted by the exosuit (τe),
the one exerted by the human (τh) and the viscous friction torque determined
by the diagonal matrix B.

With the objective of not being too exhaustive, the calculations of the differ-
ent terms involved in the model are not presented in this paper. The structure
of the expression of the obtained discrete space-state model is shown in (2)

x[k + 1] = F (x[k]) + Gu[k] + Pτh[k] (2)

where x is the state vector, F is the system matrix, G is the input matrix and
P is the perturbation matrix.

The resulting model is constituted by six state variables, whose physical
meanings are described in Table 3.

4.3 Control Law Design

The exosuit is a discretized non-linear MIMO (multi-input multi-output) sys-
tem. Additionally, it is a system with many uncertainties due to its adaptation
capability to every wearer’s arms. Furthermore, the controller must be stable in
presence of user’s torque application.

As previously said, the exoskeleton is focused on passive-rehabilitation tasks.
In this kind of tasks, the user of the exoskeleton leaves his arm inert and the
exoskeleton is responsible for moving the arm articulations as preprogrammed by
the therapist. These movements can be monoarticular or multiarticular, and the
duration and angle swept by each articulation can be variable. In this context,
an articular position control is required.

Table 3. State variables description

State variable Description

x1 M1 gearbox angle

x2 M1 gearbox angular speed

x3 M1 current

x4 M2 gearbox angle

x5 M2 gearbox angular speed

x6 M2 current



424 D. Pont et al.

Taking into account all the intrinsic characteristics of the exosuit, the simpli-
fications considered in modelling the system in Sect. 4.1 and the control objec-
tive, a position super-twisting sliding mode controller has been proposed. This
kind of controllers is well known for its robustness to non-linearities, perturba-
tions and model uncertainties. The main drawback of SMC is the chattering, a
high frequency component present in the control action signals. However, the
super-twisting controller considerably attenuates this problem.

The equations defining the super-twisting controller are given by (3) and (4)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

u =

[
u1

u2

]
=

[
c1|σ1| 1

2 sign(σ1) + w1

c2|σ2| 1
2 sign(σ2) + w2

]

ẇ =

[
ẇ1

ẇ2

]
=

[
b1sign(σ1)
b2sign(σ2)

] (3)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ci = 1.5
√

Ci

bi = 1.1Ci

σ =

[
σ1

σ2

]
=

[
σ11e1 + σ12e2 + σ13e3

σ21e4 + σ22e5 + σ23e6

] (4)

where u is the vector of voltages applied to the motor, σ is the sliding manifold,
Ci, bi and ci are design parameters and ei is the error associated to xi. Note
that, in this controller, the discontinuous function sign(σi) is integrated in w,
which results in chattering reduction.

5 Simulation Results of Exosuit Controllers

Two different sliding manifolds have been proposed for the controller, as shown
in (5) and (6). In both cases Ci has been set to a value of 5.

σ1 =
[
800 25 1 0 0 0
0 0 0 800 25 1

]
(5)

σ2 =
[
800 25 0 0 0 0
0 0 0 800 25 0

]
(6)

The difference between these two proposed manifolds is that, while σ1

depends on all the model’s state variables, σ2 does not take into account the
values of the state variables associated to the motor’s currents.

In order to compare the capabilities offered by both sliding manifolds and
to evaluate the performance of the designed controller, a simulation of both
is presented. This simulation proposes a flexion movement for the elbow and
shoulder, with an initial repose state and the angular references set to 40◦ and 60◦

respectively. Additionally, in order to evaluate the effect of torque perturbations
introduced by the exosuit wearer, a constant torque of 2 Nm has been applied to
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the shoulder and a pseudorandom variable torque of amplitude lower than 1 Nm
during the first 10 s which then increases linearly with time has been simulated
over the elbow joint, as shown in Fig. 4a.
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No significant differences between the temporal response of the two simu-
lated controllers are appreciable, as can be noticed in Fig. 4b. The position error
is non-existent, but a slight overshooting (lower than 4%) is present in both
articulations.

The temporal evolution of the sliding variables is shown in Fig. 5a. The sliding
variables associated to the manifold σ2 are practically chattering-free, while the
ones related to the controller given by σ1 have a significant chattering.

In relation with the control actions applied by the exosuit, as can be seen
in Fig. 5b, the use of σ2, which does not consider the values of the motors’
currents in the computation of the sliding variable, produces a significant reduc-
tion of chattering (less than 200 mV) in comparison with σ1. This relies on the
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fact that the motor current has intrinsically coupled chattering due to the slid-
ing controller, and feeding that information to the sliding variable computation
amplifies this undesired high-frequency component.

In the light of the results obtained in the simulations, it has been proven that
σ2 represents a better choice than σ1, since both manifolds offer practically the
same time response, but σ2 highly reduces chattering in the control action, what
is hugely beneficial for the actuators and makes the controller implementable over
hardware. Moreover, both sliding manifolds have proven to maintain stability
and a minimal or null position error in presence of external perturbations of
different nature.

6 Exosuit Experimental Results

The position super-twisting controller based on the sliding manifold σ2 has been
implemented in the physical system at 333 Hz. In the experiment carried out over
4 healthy participants, the subjects left their arm completely relaxed and the
exosuit positioned the shoulder and elbow in 60◦ and 40◦ of flexion respectively,
returning then to the initial position. Each participant performed 5 repetitions.
The exosuit was accurately placed over every user, using the velcro fastenings to
fit the best over each arm. The angular positioning and control actions for one
of the subjects are presented in Fig. 6.
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The ExoFlex position sensory system is based on motor incremental encoders,
so the magnitudes that have been monitored are the elbow and shoulder encoder
positions. When reaching the final positions, the elbow and shoulder positions
have been measured with a goniometer. The average error in shoulder position-
ing has resulted in 0.8◦ with a standard deviation of 3.83◦, and −0.15◦ with
a standard deviation of 3.56◦ for elbow positioning. The RMSEs are 3.82◦ and
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Fig. 7. Subject performing the experiment

3.47◦ respectively. The overall absolute maximum error was of 5◦. The over-
shooting was inferior to 3% in all the cases and the amplitude of the chattering
was reasonably low, as respectively shown in Fig. 6a and b.

7 Conclusion

The cable-driven exosuit ExoFlex has been presented in this paper. A position
super-twisting sliding mode controller has been designed and simulated. Two
sliding manifolds have been proposed, and it has been proven that not con-
sidering the motor currents causes a chattering attenuation. The exosuit has
successfully been applied to assist different healthy users in simple flexion and
extension movements of both elbow and shoulder. In future works, the shoulder
adduction-abduction will be considered. An articular position sensory system is
already being developed. Furthermore, a force control loop will be introduced to
work in parallel with the position control.
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Abstract. Rehabilitation is a relevant process for the recovery from
dysfunctions and improves the realization of patient’s Activities of Daily
Living (ADLs). Robotic systems are considered an important field within
the development of physical rehabilitation, thus allowing the collection of
several data, besides performing exercises with intensity and repeatedly.
This paper addresses the use of a collaborative robot applied in the reha-
bilitation field to help the physiotherapy of upper limb of patients, specif-
ically shoulder. To perform the movements with any patient the system
must learn to behave to each of them. In this sense, the Reinforcement
Learning (RL) algorithm makes the system robust and independent of
the path of motion. To test this approach, it is proposed a simulation
with a UR3 robot implemented in V-REP platform. The main control
variable is the resistance force that the robot is able to do against the
movement performed by the human arm.

Keywords: Robotics rehabilitation · Collaborative robots ·
Simulation · Reinforcement learning algorithm

1 Introduction

According to World Health Organization (WHO), the absolute number of Years
Lived with Disability (YLDs) increased more than 17 million between 2005 and
2015, from this value about 74% of YLDs is linked to health conditions which
rehabilitation can be beneficial [1]. The major dysfunction cases affect the elderly
population, being considered the risk group of cardiovascular diseases, respira-
tory diseases, and other disabling conditions. As stated by [2], the world’s popu-
lation aged 60 years and over is set to increase from 841 million in 2013 to more
than 2 billion in 2050.

The definition of rehabilitation according to [3] is as it follows: “The use of all
available means to reduce the impact of disabling situations and allows disabled
individuals to achieve full social integration”. Given the growing concerns around
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physical therapy, various new technologies have been put to the test with patients
to improve their treatment or assist them in their ADLs.

Rehabilitation, therefore, is a relevant process to help a large percentage of
the population suffering from some dysfunction previously presented. Thus, the
main goal of this project is to demonstrate how a collaborative robot can help the
patients with non-paralysing dysfunctions, principally in the joints and muscles
of the shoulder. The proposed system is composed of a collaborative robot (UR3)
and a computer to perform the calculations referring to a possible insertion of
an autonomous control module, called self-control module. The UR3 provides
resistance to the patient’s arm motion, i.e., when the patient execute some force,
in turn, the robot applies an opposite force to this movement.

This paper presents the results measured through a simulation in the
V-REP platform, as the force acquired in the movement and the variation of the
UR3’s resistance. In the virtual platform, an interface was developed to perform
the control of some variables in the rehabilitation process, such as the applied
torque in UR3 joints and the force detected by the sensor. Also, the obtained
information of the contact between human and robot is showed, and represents
a tool to therapists to analyse the advance of treatment. The force data about
the movement will be acquired by a force sensor attached to the UR3. The data
measured by the sensor represents the feedback of the environment and will be
used to analyse the system.

The rest of this paper is organised as follows. Section 2 briefly explains some
similar approaches. In Sect. 3, it is presented the development of the simulation,
the analysis of the main concerns in the implementation of these systems, and the
control through the self-control module. Section 4 exposes the obtained results
in V-REP platform. Finally, Sect. 5 presents some conclusions regarding this
problem and future works.

2 Related Work

Reflected by the evolution of robotics and control systems, there is an increasing
number of research and development of products that address robotics for reha-
bilitation. The main studies in rehabilitation field use the following control meth-
ods: Electromyography (EMG) biofeedback, robot-assisted therapy, Virtual Real-
ity (VR) based interventions, Constraint-Induced Movement Therapy (CIMT),
and Functional Electric Stimulation (FES) [4]. This work focuses on a robot-
assisted therapy method.

An aspect that must be considered is the acceptance of rehabilitation robots
by patients and therapists. A study conducted in [5] shows a report of the use of
a robot-assisted therapy method with 22 patients and 11 occupational therapists.
The exercises with the patients were simple and consisted of the movement of a
robotic arm with a linked button. The patient should press the button in some
previously established positions. The system measures the time between two
button presses and other information. After the exercises, various questionnaires
are filled to evaluate the system.
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Nowadays, it is still difficult to find works that relate simulation of robotic
system with rehabilitation robots, due to the difficulty of modelling human limbs
and complex robotic systems. In [6] is presented many types of robot-based
systems and their controls. One of these control methods is the impedance-based
assistance, in which the robots measure the position in a determined trajectory
and are capable of inducing a force to correct patient’s movements. The major
difficulty is to adapt the system for an individual patient. One of the systems
that shows this control is proposed in [7], using a robotic system to improve
coordination of upper and lower limbs in elderly people.

Systems as MIT-Manus, one of the most well-known rehabilitation system,
are composed by manipulators robots. The use of robotic manipulators is trou-
blesome since many of these systems that are used in the industry have not been
adapted and prepared to work with humans and, even less, with the human
touch, but some adjustments can be made to become these systems suitable
to rehabilitation. Table 1 presents some examples of rehabilitation systems with
manipulators robots.

Table 1. Rehabilitation Robots based in Robotic Manipulators.

System Developer Treatment of...

Braccio di Ferro [8] University of Genova, Italy Shoulder + elbow

Gentle/S [9] University of Reading, UK Shoulder + elbow + forearm + wrist

iPAM [10] University of Leeds, UK Shoulder + elbow + forearm

MIT-MANUS [11] Massachusetts Institute of
Technologies, USA

Shoulder + elbow

REHAROB [12] Budapest University of
Technology and Economics,
Hungary

Shoulder + elbow + forearm

3 Proposed System

One of the concerns in this field is the wasted time dedicated to learn and set
it up the rehabilitation robots for each patient. Therefore, to develop a new
device or method in the rehabilitation field is relevant to think about the utility,
usability and facility of the system on both sides, patient and therapist.

The developed work is designated as an end-effector system. These type of
systems have a unique fixation point, the physiotherapy exercises and movements
are defined in Cartesian coordinates XY Z and the assistance level is modulated
by control of impedance or admittance [13].

3.1 Simulation Model

The proposed simulation will be developed in V-REP platform, and its objective
is being a tool to test the system with a model of the human arm and predict
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the possible failures and corrections needs. The simulation of human arm takes
into account the possible consequences of a dysfunction, i.e., the joints of the
shoulder may exhibit a small force on the movement or variations of it.

The V-REP is a simulation software that integrates virtual robots with a
development environment and can simulate robotic arms, mobile robots, sensors,
tools and many different scenes. The Integrated Development Environment (IDE)
is programmed in LUA language, and also, presents tools for communications
with remote Application Programming Interface (API) as MATLAB [14].

The simulation has three essential parts: The scene with the robot (UR3) and
the manikin (model of the human body), the codes that control the simulation,
and the control interface. Basically, the simulated elements are composed of
mechanical parts and joints. The relevant dynamic properties of the first part
that may be changed in the simulation are, mainly, mass, and inertial moment.
The joints can also be configured, and its dynamic features refers to the motion:
as maximum torque, target velocity, and position control. All these technical
features in V-REP linked to a physics engine results in a simulation closest to
the real environment.

The developed scene is shown in Fig. 1. It contains two main objects, the robot
and the manikin, and both models are developed by outsources. The simulated
robot is the UR3, a manipulator with six Degrees of Freedom (DOF), and its
joints can be simulated separately. At the end effector of the UR3, a force sensor
show the exact force of the human arm during the entire simulation. The UR3
was chosen because it may execute a sufficient torque for the human contact
when the joints are used together. The maximum joint torques of this robot are
presented in [15].

Fig. 1. The Simulated System in V-REP platform.

The goal of the UR3 is to provide a resistance force. In the simulation, the
speed of the robot’s joint is set as zero, and the torque is increased or decreased,
the UR3’s expected behaviour is to stand still, so when the human arm exerts
its force, the robot applies the opposite force based on the maximum torque set
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in the simulation. If the torque provided by the robot is larger than the human
arm, there will be no motion; otherwise, if the torque is smaller, the force will
not fulfil its function.

The simulated manikin is a special case because only the model of the arm
is used. Thus, the main joints for this approach are those that represent the
shoulder. The configuration of the manikin takes into account the real values of
a human upper limb. A study accomplished in [16] shows a model for estimating
the force and the torque during the abduction of the shoulder. The experiment
consists in the execution of the movement by the subject and the measure of
the performed force through a dynamometer. The subject is male, 28 years old,
1.78 m and 85 kg. In that case study, the maximum torque is 41 Nm. Therefore,
the simulation is configured to get closer to the real case.

The codes were developed in the LUA language and were divided into two
main scripts. The threaded-child script and the non-threaded child script. The
main difference between both scripts is how each one runs during the simulation.
The non-threaded child script runs just once after the start and when is called by
other function, such as the press of a button, in this script are found the codes
referring to the development of the control interface and all functions linked to
it. The threaded script runs in loop during the entire simulation, and it contains
the codes about the movement, the data acquisition, the messages that must be
sent to another script, and the API connection.

The control interface is developed in XML and was used to configure the
main parameters in the simulation, as the maximum torque of shoulder, the
target position for the shoulder’s joint (degree), the resistance torque of all UR3
joints, the possible failures in the movement, and other parameters related to
communication with external API. The link with the external API (MATLAB),
is built to execute the self-control module. To establish communication, V-REP
must be configured in synchronous mode. Thus, MATLAB will execute a part
of its code and send a trigger to V-REP, in turn, the simulator executes one
step and returns to MATLAB the requested value. The simulation step is 100
ms. The variables returned to MATLAB are the position and the current force
measured through the force sensor. The connection persists until the simulation
stop.

3.2 Self-control Module Approach

The self-control module is developed to improve the usability and facility of the
system; the code of this control was implemented in the MATLAB language.
The communication between MATLAB and VREP is exemplified by the Fig. 2
through a block diagram. When the autonomous control is active, the robotic
arm is able to recognise the force of the patient and change joint’s torque val-
ues, making the system responsible, in real-time, by itself and adaptable to any
patient. Besides, as the premises of the system work with the patients that are
capable of performing some upper limb’s movement and the biofeedback is the
force of this movement, no path planning is required on the robot’s side, but the
therapists shall indicate to the patient which are these motions.
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Fig. 2. Block Diagram of the proposed simulated system

The self-control module is developed based on a machine learning technique
(RL). The RL is used to make the system learns with the environment, and it
is desired that the robot performs a resistance against the human arm force.
As presented in [17], basically the algorithm is separated in states and actions.
In this case, the states are all forces performed by the human arm, measured
through the sensor attached in the UR3’s end-effector. The actions are repre-
sented by the possible decisions that the system can make, working with the
resistance, the decisions are: increase the force of all joints of UR3, decrease the
same variable or hold this.

The goal of an RL algorithm is to choose the best decision based on the
system’s current state. However, this behaviour is not known at first; therefore,
the method of trial-and-error is performed. Initially the system is in some state
sx, makes a decision (some action ax is performed) and goes to another differ-
ent state sy. When the system act in the environment some feedback signal is
collected and this value is used to evaluate the action ax in the certain state sx.
So, if the action results in an expected state (considered positive for the system),
then the algorithm assigns a positive reward to the set “previous state - action
- next state”, else the reward is negative to the same set. The positive reward,
in this work, will be awarded when the force measured by the sensor is within
a range of 70% to 85% of the maximum force the patient can perform, as the
simulation is based on the experiments accomplished by [16], the positive reward
is assigned each time the force sensor reads a value between 29 and 35 Nm. If
the arm presents some dysfunction in the movement and also presents a reduced
force, the system did not assign positive rewards.

Thus, the rewards acquired are used to calculate a matrix, named Q-matrix,
which relates the states with the actions. Therefore, if an action ax in the state
sx get many positive rewards, the Q-matrix value corresponding to this pair
(state, action) will increase. To make a decision, the algorithm searches in the
matrix which action has a larger value in the current state and chooses this.
After the occurrence of a few number of episodes, the value for correct actions
in Q-matrix will be larger than the wrong actions and, thus, completing the
learning of the system. The episodes in this approach are the set of iterations
that comprehend an entire movement of the human arm, i.e., the movement of
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raise up and bring down the limb represents an episode. As the system learns
by itself, it is not necessarily a human control over the joints, completing the
objective of providing a resistance force to movement without supervision.

4 Results

This section explains the obtained results by simulation performed with the
self-control module activated and deactivated. The presented values refer to the
movement of the arm and the robot. The simulation is developed to comprehend
some lacks in the rehabilitation field, being a tool to test the system before
its practical application and help the therapist learn about the utilities of the
robotics applied to this problem.

To help in the usability, an interface is built to control the entire simulation
and presents some data related to the movement. Figures 3a and b show the tabs
“General Settings” and “MATLAB Communication”, sequentially. The first tab
configures the main parameters linked to human arm movement (1 and 2), the
resistance torque of the UR3 (3), and the possible variation of the patient force,
which can be random (button “random failures”) or given by the user (4 and 5).
When the button “Add New Values to Arm” is pressed, the simulation starts
and the table is filled with the configured parameters. The second tab, called
“Control Panel”, presents some results of the movement as torque of the robot’s
joints and torque of the shoulder. The second tab is showed in Fig. 5. The third
is responsible by the communication with the external API, basically when the
button “A” is pressed the simulator is able to send and receive signals from
MATLAB. If the button “B” is activated, the V-REP send a request to the
external API to initiate the self-control module.

To test the simulated system through the interface, the values considered
in the arm are from [16], thus the maximum torque of shoulder is 41 N.m. The
failures in the movement are set to occur in 17% of the path and stop in 42% and
are presented as a decrease in force that the shoulder is capable of performing.
A value of 6 N.m is configured to be the maximum torque that the robot joints
can execute in opposition to movement. Figures 4a and b show the movement
of the robotic arm linked to the human, then Figs. 5a and b show some values
related to the performed movement.

In the occurrence of a failure in the movement of the patient’s arm, immedi-
ately the force sensor records this information. As the robot dynamically change
its position, should be considered the force over the three Cartesian axes XY Z,
therefore, it is shown in Fig. 6 the resultant force in the movement. The move-
ment has as reference the human shoulder, so the x-axis in the image shows the
angulation of it, so the failures occur between 300◦ (17%) and 315◦ (42%). The
other variations of the value measured by the sensor happen due to the direc-
tion of the movement, i.e., the value of force in the end effector will be different
according to the angulation of the UR3’s joints and human arm.

When the self-control module is active, the human arm will execute the
movement of raise up, using the shoulder as the main joint. The movement of
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(a) Tab 1 (b) Tab 3

Fig. 3. Human-Machine interface for simulation control

(a) Simulated System - 40% of the path (b) Simulated System - 67% of the path

Fig. 4. Simulated Movement of human arm

the human arm pulls the robot attached in the wrist. However, the raising up of
arm suffers a resistance force provided by the link with the robotic system, and
this value is acquired and sent to MATLAB. The objective of the self-control
algorithm is to provide resistance to the movement. If the force of human arm
decreases, also the opposite force should decrease, then the total range of move-
ment is reached. The algorithm also should be able to identify the improvement
of the patient and provide a larger force in order to correct the variations in the
movement of the arm.
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(a) Data - 40% of the path (b) Data - 67% of the path

Fig. 5. Data related to movement

Fig. 6. Failures in the force of Movement

With the data acquired to the contact with the patient, the RL algorithm
updates its values and find a better resistance force that the UR3 should perform,
then this information return to V-REP through the synchronous communication
and the UR3’s maximum torque is changed. This process occurs in loop until
the simulation stop or the maximum number of iterations in the RL algorithm
is reached. This value of resistance torque is given as a percentage of maximum
force that human arm can execute.

In the first episode, the behaviour of the measured force is not constant and
can vary a lot, however after a few number of episodes this force tends to be
constant, in Fig. 7 the acquired force is shown, after a few number of episodes.

As mentioned before, the RL insertion of the autonomous mode works with
the update of a maximum torque in the collaborative robot in order to correct
the resistance force. This update is shown in Fig. 8, and as expected in the first
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Fig. 7. Resultant Force with the insertion of self control module

episode, the torque increase until a value and stands around it, remaining in this
condition in the other episodes. The maximum torque applied in the test was
set to 5 Nm because if the value were larger, the arm could not move.

Fig. 8. Maximum Torque Update of UR3 in some episodes

Lastly, it is relevant to show the learning of the self-control module. That
behaviour of the system can be presented through the average reward obtained
over the episodes. This information represents the evolution of the system after
a number of episodes and can be seen in Fig. 9, note that in figure the y-axis
represents the average reward to a set of 10 episodes and the x-axis exposes this
set, i.e., the first value in the x-axis represents 10 episodes and so on.
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Fig. 9. Average reward of the RL algorithm

5 Conclusion and Future Works

This paper presented the used of a collaborative robot (UR3) as a robotic reha-
bilitation system, the simulation of it and the insertion of an autonomous mode
in a virtual system via an external API. The main contribution of this work
is the possibility of test the system with a model of human contact before its
application. Besides, the insertion of a self-control module removes the need for
the robot’s path planning and its configuration to each patient. In this case, the
dynamic simulation can provide a great gain for therapists, because it helps in
the learning of the proposed system, besides it allows the therapists to test new
methods in the simulation environment.

Another important point to consider is that simulation can be performed
before the application in a real environment, thus, for new technologies, it is a
way to identify possible failures and make adjustments, principally when this
technology is applied together to human touch. Following the execution of this
work, some relevant aspects emerge for a more detailed approach. In the simula-
tion, the sensor force presents some noise, because of the simulation engine, which
is used the Bullet 2.83 engine. Therefore, it is desired to create a model closest
to the real component. For the simulation environment, it would be interesting
to implement a real model of shoulder that would bring a better understanding
of this approach. For a complete study, the algorithm will be implemented in
a real robotic system to evaluate its performance and compare the measured
data in the real environment with the simulation to verify which variables are
influenced.
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Antonio J. Muñoz-Ramı́rez, and Jesús M. Gómez-de-Gabriel

Telerobotic and Interactive Systems Laboratory, System Engineering and Automation
Department, University of Málaga, 29071 Málaga, Spain

{fpastor,jmgandarias,ajgarcia,aj,jesus.gomez}@uma.es
http://www.taislab.uma.es/

Abstract. In this paper, a method for the estimation of the angle of
grasping of a human forearm, when grasped by a robot with an under-
actuated gripper, using proprioceptive information only, is presented.
Knowing the angle around the forearm’s axis (i.e. roll angle) is key for
the safe manipulation of the human limb and biomedical sensor place-
ment among others. The adaptive gripper has two independent underac-
tuated fingers with two phalanges and a single actuator each. The final
joint position of the gripper provides information related to the shape
of the grasped object without the need for external contact or force sen-
sors. Regression methods to estimate the roll angle of the grasping have
been trained with forearm grasping information from different humans at
each angular position. The results show that it is possible to accurately
estimate the rolling angle of the human arm, for trained and unknown
people.

Keywords: pHRI · Underactuated gripper · Propioceptive sensors ·
Regression · Haptic perception

1 Introduction

Triage and initial care are crucial for victims in disaster scenarios [10]. These
tasks frequently need safe human limb manipulation. Although visual methods
for the estimation of the location of human limbs provide the coordinates of the
human joints [7], the angle around the forearm axis (roll angle) is not included.
Moreover, the roll of the forearm may change during the grasping process.

Despite the fact that the applications where robots are able to manipulate
people are very interesting for robotics researchers, there are few studies that
consider direct human-robot physical contacts. Most research studies that are
related to physical Human-Robot Interaction (pHRI) consist of control tech-
niques of teleoperated systems [5], exoskeletons [16], prosthetic parts or rehabil-
itation robots [20].
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 441–452, 2020.
https://doi.org/10.1007/978-3-030-36150-1_36
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Fig. 1. Adaptive gripper for grasping angle estimation of human forearm. Propriocep-
tive sensors (angle sensors) are used to estimate the roll-angle, while an IMU is used
as ground-truth to train the estimation methods

Regarding these few pHRI applications, a robot that cleanses human limbs of
disabled people is presented in [14] and a robot that manipulates human limbs
with a non-prenssil actuator and an impedance Model Predictive Control is
presented in [8]. More recent studies have considered the application of artificially
intelligent techniques for robotically assisted dressing but without robot-human
contact [9].

One aspect that has to be addressed in pHRI refers to robotics grippers.
Although multiple ad-hoc end-effectors have been considered in previous pHRI
works [22], it is still necessary to develop grippers or hands that allow the robot to
carry out autonomous and safe grasps [1], with enough robustness and softness
to manipulate human limbs. Some studies about pHRI grippers are based on
the use of Variable Stiffness Actuators (VSA) [18], and the integration of tactile
sensors and deep learning methods in robotic grippers to distinguish contacts
with humans and inert objects is presented in [13].

The use of adaptive or flexible grippers enhance the in-hand manipulation by
reducing the maximum pressure applied over the grasped objects [12]. However,
the precision of this kind of mechanism is lower than in rigid grippers. Other
existing solutions are based on underactuated rigid hands that adapt their shape
over the contact surface. The underactuated and fully rigid PaCome gripper [2],
originally thought for industrial applications, could also be used for pHRI appli-
cations. In [17], OpenHand is presented. It is an hybrid rigid-soft and open
hardware gripper made of 3D printed polylactic acid (PLA) and polyurethane
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rubber. In a recent study of the same authors, proprioceptive and tactile infor-
mation are combined to classify grasps with a hybrid underactuated gripper [19].

In this paper, the problem of human forearm manipulation is addressed. To
face this task, a gripper with two independent underactuated fingers has been
designed and built using additive manufacturing technology. Each finger has two
phalanxes, a single motor and an angle sensor placed in the underactuated joint.
The main contribution of this study is to solely use proprioceptive information
given by angle sensors integrated in the gripper to grasp the distal forearm and
estimate the roll angle using machine learning approaches based on non-linear
regression methods as shown in Fig. 1. According to this study, a robot with an
underactuated gripper could grasp a distal forearm and estimate the grasping
roll angle using haptic feedback only, which could open the door to new research
lines into safety human manipulation.

This paper is structured as follows: In Sect. 2 the designed prototype of the
underactuated gripper and its validation is presented. In Sect. 3, the new method
developed for the estimation of the forearm roll angle, based on machine learning
techniques is then described, and the conclusions are shown in Sect. 4.

2 Adaptive Gripper

There are two main approaches for the implementation of the driving mechanism:
tendons and rigid linkages [4]. In this application, the use of tendons (e.g. Yale
OpenHand Model T42), as in [17] has been discarded, because the tendons are
located in the internal side of the fingers, so the contact surfaces of the fingers
tend to pinch the skin of the forearm. Rigid linkages has been used, because they
are located on the back of the finger, leaving a cleaner contact area.

2.1 Kinematics

A gripper with two independent underactuated fingers with two phalanx and a
single actuator has been designed with the kinematics described in Fig. 2. The
parameter values, summarised in Table 1, have been designed to adapt to the
shape and size of a human upper-forearm with a perimeter between 15.3 and
18.8 cm.

Table 1. Parameter values of the underactuated finger

Parameter O1Oa [mm] L0, L1, L2 [mm] a [mm] b [mm] c [mm] d [mm] ψ [◦] Width [mm]

Value [16,−20] 40 25 60 20 8 90 15

A mechanical limit makes the distal phalanx angle θ2 always positive. The
actual position of the finger depends on the balance between external forces
f1, f2 and the actuator torque. The spring ensures contact between the finger
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Fig. 2. Kinematics of the underactuated fingers. Each finger is independent, with two
DOF’s (θ1, θ2) and a single actuator θa. A mechanical stop makes θ2 > 0. The actual
position of the finger depends on the external forces f1, f2 and the actuator torque. A
spring ensures contact between the finger pads and external objects

pads and external objects and makes the finger stable when f1 or f2 are 0. The
extension springs are made with 0.6mm� steel wire and a stiffness of 164 N/m.

The prototype has been manufactured in PLA plastic in a Prusa MK2 3D-
printer, and its design has been made accessible in a public repository1.

2.2 Proprioceptive Sensing

Analog angle sensors have been placed to measure the distal joint angles θ2.
The actuators provide feedback on the servo position, so the full position of the
adaptive fingers can be estimated. This way, proprioceptive joint sensors provide
information about the final gripper position that is related to the shape and size
of the grasped object, without the need of external contact or force sensors.

Miniature potentiometers from muRata (model SV01 10 kΩ linear) have been
used successfully for the measurement of the distal joints of both fingers (θ2l,
θ2r). The analog signals are measured using a micro-controller with 10-bits ADC,
(0.26◦ resolution) at a rate of 50 Hz.

The Dynamixel MX-28 servos have a magnetic encoder with 12-bits (0.088◦

resolution) at a rate of up-to 50 Hz with our current set-up. They provide feed-
back of the servo positions θal and θar.

1 http://github.com/TaISLab/umahand.

http://github.com/TaISLab/umahand
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2.3 Grasping Forces

The forces at the center of the phalanxes contact areas in an underactuated
gripper depend also on the joint values. Moreover the spring stiffness [3] is also
in the equation.

f = J−TT−T t (1)

where f are the contact forces, J−T is the inverse of the transposed Jacobian
matrix that relates the finger joint velocities to the speed of the contact points,
and T is the transfer matrix, that relates the velocities of the actuators to the
joint velocities. Both matrices depend on the joints and actuator positions [4].
However, for a position of the gripper given (θ1 and θ2 remains constant), the
magnitude of the closing force of each finger (f1+f2) is proportional to the actu-
ator torque θa. Closing forces have been experimentally measured for different
actuator torques at the same grasping position. With a maximum stall torque
for each of the Dynamixel MX-28 servos of 2.5 Nm, the effective closing forces
for each finger range from 4.9 N (20%) to 27.4 N (100%).

2.4 Getting Ground-Truth Data

In order to obtain the ground-truth angular measurement of the human forearm,
a device that includes an accelerometer has been implemented. The device is held
by the volunteers with their hand during the experiments. As the attitude of the
robot gripper is known, the relative rolling angle of the human forearm with
respect the gripper can be obtained and used as a reference data for training
and performance evaluation of estimation methods.

3 Forearm Roll Angle Estimation

The proposed method is based on the differences in the final grasping positions
of the finger joints when grasping a human forearm, thanks to the internal bone
structure, as seen in Fig. 3. The human forearm is supported by Ulna and Radius,
which specially at the upper section of the forearm (near the wrist) provide an
elliptical shape. The roll angle is measured with respect to the pose in which
Ulna and Radius are parallel to the gripper base.

3.1 Measurements

During the measurements, the volunteer subject holds a 3D printed handle which
integrates the accelerometer, while the gripper closes repeatedly around their
forearm. The subject has to rotate the forearm in each iteration, so that the
accelerometer measures this new angle, which corresponds to the roll angle. The
whole gripper has been mounted on a square frame to perform experiments in
different positions. The actual roll angle is computed as the orientation difference
between the gripper and the readings from the inertial sensor bar. This process is
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Fig. 3. Cross section of a human upper forearm grasped by the underactuated gripper,
showing the variations in the passive (θ2l, θ2r) and active (θal, θar) DOF’s, based on
the roll grasping-angle (Φ)

shown in Fig. 4, where the arm angle and joint values are recorded for a sequence
of six grasps.

Performing many different grasps at different angles, the relationship between
the gripper joints and the roll can be obtained. In Fig. 5, the data of 36 grasps,
measured at different roll angles, on the left arm of a volunteer with a perimeter
of 17.9 cm, is shown.

3.2 Machine-Learning Regression Methods

To estimate the roll angle (φ), machine learning methods, like regression and
Deep Learning have been considered. Regression methods have been imple-
mented due to they have lower computational costs [11]. Three machine learn-
ing approaches based on non-linear regression methods are used to obtain three
models: Gaussian Process Regression (GPR) [21], Regression Tree (RT) [6] and
Bagging Regression Tree (BRT) [15]. These models receive the 4-input angles
(θar, θal, θ2r, θ2l) and predict φ.

All these models are trained in a large dataset. In the training process, fea-
tures are composed by sets of (θar, θal, θ2r, θ2l), while expected responses com-
posed by φ are measured with the accelerometer for each set of features. A
cross-validation has also been included during the training process to prevent
overfitting.

The training and evaluation processes have been carried out using Matlab
R2018b, the Statistics and Machine Learning Toolbox and the Regression Learner
application. The code and datasets have been made available in the repository
referred in Sect. 2.
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Fig. 4. Sequence of 6 grasps with different roll angles during the data collection process
of one volunteer (top). Motors, joints and roll angle positions during the data collection
process (bottom). Note that in this graph the open-and-close process is repeated each
6 s

The training process have been carried out using the Parallel Computing
Toolbox in a 4-core Intel i7-7700HQ CPU @ 2.80 GHz.

3.3 Data Collection

During this process, a User Interface developed in Matlab shows goals and cur-
rent angles so that the subject could rotate their forearm until goal and actual
angle match. In each step, the gripper opens and closes, so while the gripper is
closed, (θar, θal, θ2r, θ2l) and (φ) values are collected.
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Fig. 5. Joint values for 36 grasps, measured at different angles, on the left arm of a
volunteer with a perimeter of 17.9 cm, against the roll angle

There are two types of data collection processes which have been performed:
sequential and random. In the sequential process, the subject is asked to rotate
their arm in steps of 5◦. In the latter, the goal angle is set randomly.

Following this process, two data-sets have been collected: the first dataset
contains information of a single subject, while the second dataset contains infor-
mation of five subjects. To train and test the models, each dataset is split into
training and test sets respectively. Therefore, training and test data are different,
even if they have been collected from the same person.

The dataset collected from one subject contains an amount of 555 sets of
(θar, θal, θ2r, θ2l) and (φ), while the dataset collected from 5 subjects is composed
by 2775 sets of data.

3.4 Results

Three experiments have been carried out to measure the performance of the
regression models estimating the roll angle:

1. Single-known: Training and test sets contain data from one subject.
2. Multiple-known: Training and test sets contain data from four subjects.
3. Multiple-unknown: Training set contains data from four subjects and test

set contains data from a fifth subject which is not used to train the models.

In the single-known experiment, machine learning models have been trained with
data from a single volunteer and have tested with different data from the same
subject. The results of this experiment are shown in Fig. 6. This figure shows
the good performance of the regression models, with an almost negligible error,
and the best results obtained by GPR.
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Fig. 6. Regression errors results of non-trained data of a known subject when models
are trained in this subject dataset only

In the multiple-known experiment, machine learning methods have been
trained with data from 4 volunteers and have been tested with different data
from one of these 4 subjects. In this case, predictions from RT and BRT include
a pair of outliers, however the GPR model still presents a good performance as
can be seen in Fig. 7.
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Fig. 7. Regression errors results of non-trained data of a known subject when models
are trained in a dataset obtained from 4 volunteers

In the multiple-unknown experiment, regression models have been trained
with data from 4 subjects and tested with completely new data from a fifth
volunteer that had not been used in the training process. Results of this experi-
ment are presented in Fig. 8 and show that RT and BRT are more robust that
GPR because they generalize better, and the outliers predicted in the previous
experiment vanish.
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Fig. 8. Regression errors results of non-trained data of an unknown user when models
are trained in a dataset obtained from 4 people

Results are summarized in Table 2. The Maximum Erorr (ME) and Mean
Absolute Error (MAE) from each model in each experiment are represented in
degrees. As is commented before, GPR obtains the best results when the subject
is known, with a MAE of 3.77◦ in the case of a single user and 8.68◦ in the case
of multiple subjects. However, for the third experiment, the best results are
achieved by the RT model with a MAE of 9.86◦ since this model generalizes
better than the others. The maximum error shows the outliers in experiments.

Table 2. Summary of the errors of the regression models in degrees

Single-known Multiple-known Multiple-unknown

Models ME MAE ME MAE ME MAE

GPR 9.24 3.77 18.89 8.68 45.79 15.09

RT 12.20 4.33 74.94 17.17 24.22 9.86

BRT 10.19 5.66 32.94 13.95 22.61 10.73

4 Conclusions

With this method, new applications of robot-initiated pHRI can be developed
without the need of external force/tactile sensors that are expensive or hard to
deploy and maintain. These applications may include assistive, rescue or surgical
robotics. With this approach, information on the location of the human limbs
can be enhanced without the need of additional sensors. In pHRI applications,
an accurate location of the human forearm is important not only for a safe
human arm manipulation, but also for the placement of biomedical devices such
as heart-rate or glucose sensors.
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The results demonstrate the good performance of the regression methods
used in this application. The errors obtained denote these predictors can be
used for pHRI applications. However, in future works, a larger dataset, and a
greater number of volunteers may be considered, as well as the use of other
prediction methods as deep learning.

Future works after this method may include forearm width estimation for
the recognition of people, quality of grasping estimation and skin compliance
identification for health evaluation.
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tion with tactile object recognition in adaptive grippers for human-robot interac-
tion. Sensors 18(3), 692 (2018)

http://arxiv.org/abs/1812.08008


452 F. Pastor et al.
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Abstract. Endonasal Endoscopic Approach (EEA) is a minimally invasive
technique for interventions in the skull base in which specific surgical tools and
an endoscope are introduced directly through the nose and sinuses. This
approach avoids scars in the patients face and reduces the recovering time
compared with other techniques. However, it requires expertise and high
accuracy movements, since in the operating area there are critical anatomical
structures as well as displacements of the brain matter due to the change of the
internal pressure during the craniotomy (brain-shift). The CRANEEAL proposal
addresses the problem of developing a co-worker robotic system for minimally
invasive neurosurgery, under a learning cognitive scheme. The system will
provide assistance to the neurosurgeon with automatic, collaborative or shared-
control behaviors, as well as providing an augmented reality environment. In
this contribution we present the project fundamentals, with special detail in the
functional and integration aspects of the surgical co-worker robot that provides
autonomous assistance to the surgeon during the intervention.

Keywords: Surgical robotics � Neurosurgery � Endoscopic surgery �
Cooperative systems � Mechatronics

1 Introduction

Neurosurgery assistant robots focus on tele-operated or shared-control systems,
designed for restricting movements in intracranial surgery, or for the insertion of
electrodes for deep brain stimulation using a key-hole approach. However, there are
brain lesions at the skull base such as pituitary tumors, chordomas, craniopharyngioma,
cysts or meningiomas that are difficult to access using the techniques described and, for
this, an endonasal approach is used. This technique is complicated by the high
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precision required in the movements of the neurosurgeon, as well as by the presence in
the operative field of critical anatomical structures such as the optic nerves or the
carotid. Also, when accessing the cranial cavity through a hole, there is a deformation
of the brain called brain-shift (by changing the internal pressure of the skull) that
completely displaces all structures of this organ, and therefore, the brain locations that
should be treated in the intervention.

Pituitary tumors represent about 25% of all endo-cranial tumors. Traditionally, this
type of surgery was performed through transcranial or transfacial access, which
requires large holes in the patient’s forehead or cheekbones. However, the endonasal
approach allows for less invasive interventions, with less trauma for patients, fewer
postoperative complications and shorter operation time [1]. Despite the numerous
advantages of this type of approach, less than 50% of pituitary surgeries are performed
following this philosophy. This is due to the great complexity involved in this type of
intervention for surgeons, who have to handle the tools through very small holes [2]. In
the so called “two-surgeons-four-hands” technique, the surgeon introduces two tools
through the right nostril, while the assistant handles the endoscope and a surgical
aspirator through the left nostril [3]. To extract the pituitary tumor, first, the nasal
septum is removed, which allows to increase the working space for the tools. Next, in
order to access the tumor, it is necessary to remove the anterior wall of the sphenoid
sinus and then perforate the sella turcica to expose the dura mater. Once the dura mater
is open, the tumor is already accessible and it can be extracted.

The use of robotic assistants specially designed for this type of surgery allows to
increase the accuracy and safety during the movements of the tools, also allowing to
reduce the operating times [4]. In comparison with the investigations carried out in the
implementation of robots for intravascular interventions [5] or for surgery through
other natural orifices [6–8], very few studies have focused on the endonasal approach.
Some of these robots designed especially for endonasal surgery have focused on
ensuring safety during the process of bone drilling [9], while others have been used to
provide assistance during the operation of the endoscope [10, 11].

Another of the main problems of the procedures of EEA for surgical robotics
resides in the restriction of movements for the tools posed by the nasal septum and,
more specifically, for the endoscope [12]. Unlike abdominal Minimally Invasive
Surgery (MIS), where the point of insertion in the abdominal wall or fulcrum allows
some flexibility, in EEA the efforts exerted in the vicinity of the nasal orifice should be
minimized, for its greater rigidity and delicacy of the tissues. Up to now, the works
published for the navigation of instruments in EEA have been reduced to the study of
the intranasal work space [13]. Another line of research addresses the problem of
planning safe trajectories in neurosurgery [14] taking into consideration the movement
restriction discussed.

In this article a robotic assistant is proposed to guide, through assisted teleopera-
tion, the surgeon during the process of perforation of the sella turcica, prior to the
removal of tumors in the pituitary gland. The proposed scheme is intended to guide the
surgeon both in the control of the position of the tool and in the control of the force
exerted during the drilling.

The rest of the document is structured as follows: in section two we describe the
approach of the CRANEEAL platform, its main components and the low-level control
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strategy proposed. In section three the functional and system integration aspects of the
autonomous manipulator that acts as surgical assistant of the surgeon are presented.
Finally, in section four, the conclusions of the work are summarized.

2 CRANEEAL: A Robotic Collaborative Platform
for Endonasal Endoscopic Surgery

2.1 Approach of the CRANEEAL Project

The CRANEEAL (Collaborative Robotic system for brAin-shift corrections in Neu-
rosurgical Endoscopic Endonasal AppLications) project proposes a collaborative
robotic system concept capable of assisting the surgeon in a scenario of endonasal
endoscopic surgery. This scenario starts from the information obtained in the preop-
erative, which includes both the three-dimensional model of the patient’s skull and the
identification by the neurosurgeon of the anatomical areas of interest. In addition, the
robotic system will allow off-line planning of surgical interventions through a simu-
lation and modeling of the intervention. The overall functionality of the platform is
summarized in the block diagram of Fig. 1.

The information gathered in the preoperative period will serve as a basis for the
robotic system to act during the intraoperative phase following the scheme presented in
Fig. 2. As can be seen, the Neurosurgeon tools, controlled through the arms of the
Teleoperated Robot, either in shared mode or tele-operated with the use of Haptic
Devices, perform the necessary tasks to free the way to the anatomical area of interest.
In turn, the Autonomous Robot provides assistance with an additional instrument
navigated autonomously and supervised by the Neurosurgeon at all times. The infor-
mation obtained from this supervision will be used to carry out online learning that will
correct future autonomous decisions. Other functions that the autonomous robot can

Fig. 1. Block diagram of the main sub-systems of the CRANEEAL platform
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perform are the mapping of neurological activity through an electrode that indicates the
proximity to the affected tissue; and the autonomous navigation of the aspiration
instruments.

Fig. 2. Main components of the robotic sub-system

On the other hand, the Autonomous robot also controls the movement of the
camera and its navigation depending on the phase of the intervention [15, 16], while the
Intra-cranial image obtained integrates the elements of interest identified in the pre-
operative using augmented reality algorithms. These elements will have modified their
locations, mainly due to the perforation of the dura mater and the loss of pressure of the
cranial cavity (brain-shift), which is why an array of sensors is used to record certain
points of the brain with which to correct these deformations.

2.2 Low Level Control Strategy

One of the main challenges of the CRANEEAL project is the coordination between the
two robotic devices that are integrated into the surgical platform. This section describes
the low level control strategy needed to achieve this coordination.

Tele Operated Robot: This robot incorporates a force-torque sensor and carries the
drilling tool. Its maneuvers and movements are controlled directly by the surgeon using
a haptic device. Control “inputs” for this robot are:

• Ptd: The drilling position to which we wish to carry the robot (Ptd - Desired drilling
position).
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• Ftd: The force that we want to exert with the TCP of the drill on the surface of the
body/organ that we drill (Ftd - Desired drilling force).

The vision system provides the position (Xf, Yf, Zf), of the nasal orifice. When the
surgeon introduces the drill through the nostril (using a haptic device), contact forces
may appear at the fulcrum point (because the entry is not made exactly by the point (Xf,
Yf, Zf), otherwise by a point (Xe, Ye, Ze)). Therefore, the possibility of a positioning
error at the fulcrum point (ΔX, ΔY, ΔZ) = (Xe-Xf, Ye-Yf, Ze-Zf) must be taken into
account.

On the other hand, when the surgeon is driving the drill with the haptic device, in
order to avoid that the TCP of the drill touches the walls of the nasal cavity, an
algorithm to avoid collisions based on the potential method is implemented.

As soon as the drilling tool reaches the target point, it begins to drill and contact
forces appear at this point (Ft) (measured by the force sensor). It must be taken into
account that at the fulcrum point there can also be contact (due to position error at the
fulcrum point). Therefore, at that moment the force sensor is measuring a total force
(Fs - total force measured by the sensor), which is the sum of two forces: the force at
the fulcrum point (Ff), and the force at the Drilling point (Ft) ! Fs = Ff + Ft.

The force at the fulcrum point (Fo), can be calculated using a model from the
positioning error. Therefore, knowing Fs (provided by the sensor) and Ff, we can know
what force Ft we are applying at the drilling point and compare it with the input force
Ftd.

Autonomous Robot: This robot manages the laparoscopic camera and the surgical
aspirator. It incorporates a torque-force sensor and works in an autonomous way. The
control “inputs” for this robot are:

• Pd: The desired position for the laparoscopic camera or the aspirator
• Fd = 0. Restriction that implies that the laparoscopic camera or the aspirator should

not contact any point of the nasal cavity.

When the robot begins to introduce the camera through the nostril, to reach the
target point Pd, two situations can occur:

• If there is contact with the wall of the nasal cavity, a contact force will appear (Fc).
• If at the fulcrum point there is also contact (by position error), the force at that point

will be calculated (using a model, as indicated above) (Ff).

At that moment, the force sensor is measuring the total force (Fs - total force
measured by the sensor), which is the sum of two terms: the force at the fulcrum point
(Ff), and the force at the contact point. (Fc) ! Fs = Ff + Fc. The control algorithm
must implement a strategy such that

• Fc is canceled (Fc = 0), that is, the robot must move the camera to a point where
there is no contact with the nasal cavity, and

• Ff is also canceled (Ff = 0), that is, the robot must move the camera to the fulcrum
point.
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Low Level Control: In order to reach the goals detailed in the two previous points, a
behavior-based control scheme is used. Figure 3 shows a generic autonomous camera
movement, where it will be displaced an alpha angle by rotating over the Ym axis of the
frame {M}, fixed to the base of camera where the force sensor is placed.

The red doted area represents the endonasal working space. The scheme on the left
is the three-dimensional representation of an alpha angle rotation around Ym, while the
force sensor registers Fs = (fx, fy, fz) forces and ss = (sx, sy, sz) moments due both for
contact forces and the fulcrum interaction. This information will use to compute the
virtual distance “d” from the sensor, where the resultant force Fs is applied.

Distance “d” will be used to activate a control system behavior in order to fulfill the
above requirements, Fs = Fc = Ff = 0. In this way, the right scheme at Fig. 3 shows the
same camera movement where “d” can classify as a fuzzy variable as tiny, big and huge
depending on the virtual distance from the sensor:

• If “d = tiny” then the virtual application point of Fs is placed close to the fulcrum
point, that is, Ff is big. In this situation the control system will displace the tool
along the −Ym axis without changing the orientation. This action is designed to
decrease Ff.

• If “d = big” then the virtual application point of Fs is placed close to the camera
tip. In order to decrease the contact forces, the control system rotates the camera
around its Xm axis, the controls system trying to separate the camera tip from the
nasal septum.

• If “d = huge” then there are not interaction forces neither on the tip of the camera
nor on the fulcrum point. The camera can perform the programed movement.

Fig. 3. A generic camera displacement.
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3 Integration of the Autonomous Co-worker Robot

3.1 Description of the Experimental Platform

For the integration of the different subsystems of the CRANEEAL platform, we have
decided to use the ROS (Robot Operating System) environment [17] given its wide
diffusion, the availability of functional modules and the tools it provides for the
addition of new devices. Specifically, for the integration of the autonomous robot we
have used the MoveIt framework. MoveIt is an open-source framework which runs on
top of ROS and provides various functionalities, such as motion planning, manipula-
tion, inverse kinematics, control, 3D perception and collision checking.

Figure 4 shows the experimental setup that we have implemented in our laboratory
(a) and the different reference systems that have been used (b). The reference system
{O} is common to both robotic arms, and is located in the upper right corner of the
operating table. The positions and orientations will always refer to this system {O}.

The base of the robot is associated with the reference system {B}, which shares
orientation with {O}. In the end effector of the robot is attached a force/torque sensor
that has assigned the reference system {H}, whose Z axis is aligned with the longi-
tudinal direction of the endoscope and its end is represented by {P}. The orientation of
{H} and {P} is the same. The position and orientation of the skull on the operating
table will be determined by {C}.

Finally, and although it is not shown in the figure, {F} is defined as the fulcrum
point with respect to which the tool pivots and which coincides with the insertion point
and the center of the nasal orifice.

Fig. 4. Experimental setup used in our lab (a) and orthonormal reference frames considered (b)
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The reference systems are related to each other through homogenous transforma-
tion matrices aTb, being a the origin reference system, and b the destination.

The notation used to describe the position and orientation of a reference system is
as follows: bf g ¼ apb; aob

� �
, being apb a dimension 3 vector representing the XYZ

position, and aob a dimension 3 vector representing the RPY Euler angles (Roll, Pitch
and Yaw, that is, rotation with respect to the XYZ axes, respectively). In both cases,
superscript a indicates the RD to which both position and orientation are referred.

The forces and moments obtained by the F/T sensor in {H} will be represented by
~fH y ~lH , respectively. Both vectors are of dimension 3 and indicate the force and
momentum on the XYZ axes. In the simulation model shown in Fig. 4, a large block
between the endoscope and the end of the robot can be seen. This is due to the fact that
we have decided to group the F/T sensor, the clamp and the tool holder in the same
geometry, in order not to make the model more complex and to speed up the calcu-
lation of trajectories and especially collision detection.

The equipment we use in our experimental set-up includes a UR3 model collab-
orative robotic arm from Universal Robots©, a 2F-85 clamp from Robotiq©, a 3D
printed tool holder, an endoscope (ref 28132AA), a vacuum cleaner (ref 649179C) and
a coagulation electrode (ref 11161AB), all of them from Karl Storz©, an HEX-E
force/torque sensor from OnRobot© and a model tof640-20gm time-of-flight camera
from Basler©.

3.2 Low Level Control Architecture

As previously said, the control system is based on the ROS (Robotic Operating Sys-
tem) framework, using MoveIt as a robot control package and trajectory planning. The
main computer communicates with the robot and the F/T sensor through sockets, and
with the clamp via USB.

The low level control architecture is common to both robotic arms and is shown in
Fig. 5. The system has two inputs, position and force references, both in relation to the
{P} reference system. The position reference O~pP;ref is provided by another high-level

sub-control system. On the other hand, the force reference f
*

P;ref will always be zero in
the case of the robot carrying the endoscope, while the reference for the teleoperated
robot will depend on the operation phase and will be given by another high-level sub-
system.

The external camera will provide the position of the fulcrum point {F} at the
beginning of the operation, which coincides with the center of the nostril and the
insertion point. This information will be used to obtain the forces and moments in the

fulcrum (f
*

F y l*F) from the forces in {H}, where the F/T sensor is coupled (f
*

H and l*H).
If we subtract from the total force in {H} the forces calculated in the fulcrum {F}, we
obtain the force exerted by the end of the endoscope {P}. These forces and moments

f
*

P y l*P are used as haptic feedback for the teleoperated robot and the force in the

longitudinal axis of the tool f
*

P;z is an input for the F/T control system. Together with
the force command, an objective position called Pref ;2

� �
is calculated.
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The position of the fulcrum point {F} is also used by the trajectory generator,
which, together with the position set point, calculates a target position Pref ;1

� �
.

Combining both objective positions, we obtain the final position to which we want to
move the TCP of the robot, which takes into account both force and position restric-
tions and references P0f g.

Once the target position and orientation have been calculated, the trajectory is
planned from the current position using OMPL (Open Motion Planning Library),
which is theMoveIt default planner. The order is sent to the robot in the form of angular
velocities, and the loop is closed by calculating the end position of the endoscope from
the angular values of the axes, comparing it with the commanded position.

At any time the surgeon will be free to move the robot if he/she so wishes, making
use of the freedrive function of the UR3. This function detects the efforts made in each
of the axes and allows the individual movement of each of them. Even so, it is
advisable to use this function only when you are not inside the nasal cavity, given the
small size of the workspace and the limited precision that you have in this mode.

3.3 Low-Level Movement Primitives

Although the final order received by the robot is always in the form of the axes angular
speeds, four low-level movement primitives have been developed that encompass all
the possible movements of the robot. All movement primitives generate trajectories that
prevent collisions between the robot’s joints and between the robot’s joints and its
environment.

goto_joints
Move the robot to an axes configuration received as an argument. Since a robotic

arm with 6 degrees of freedom is being used, the angles in radians of each of the axes
will be specified. It is the lowest level primitive, and it will be useful to reach known
positions in a low computation time.

Fig. 5. Force–position control scheme
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goto joints #1; #2; #3; #4; #5; #6ð Þ

goto_position
Move the robot Tool Center Point (TCP) to XYZ coordinates received as a

parameter. The orientation is not specified and so it has a random value. By default, the
reference system associated with the robot TCP is Pf g, and the coordinates can be
referred to any of them, Cf g, Pf g, Hf g, Bf g or Of g, received as a parameter. Having
no orientation restrictions, it can be useful when it is not relevant or unknown.

goto position xSR; ySR; zSR; SRð Þ

goto_pose
Move the TCP of the robot to XYZ coordinates (specified in millimeters) and

orientation, received as a parameter. Orientation can be expressed in the form of a
quaternium or through Euler RPY angles (Roll Pitch Yaw) in radians. The reference
system to which both the position and the orientation are referred can be any, and will
be a parameter. There will be, therefore, two possible calls to the primitive, depending
on how the orientation is expressed.

Quaternium: goto pose xSR; ySR; zSR; qx;SR; qy;SR; qz;SR; qw;SR; SR
� �

Euler: goto pose xSR; ySR; zSR; ;SR; #SR;WSR; SRð Þ;

where ;SR is the rotation with respect to the xSR (Roll) axis, #SR is the rotation with
respect to the ySR (Pitch) axis y WSR is the rotation with respect to the zSR (Yaw) axis.

This is the most used and exchanged between the different control blocks primitive,
since it unequivocally determines the configuration of the robot.

goto_pose_straight
As with the goto_pose primitive, a position and orientation is specified, with

respect to any reference system, to which the movement of the TCP is planned. While
using the goto_pose primitive he path followed to get from the origin point to the
destination point is indifferent and not controllable, using the goto_pose_straight
primitive it will follow a straight line.

The notation of the parameters will, therefore, be the same:

Quaternium: goto pose straight xSR; ySR; zSR; qx;SR; qy;SR; qz;SR; qw;SR; SR
� �

Euler: goto pose straight xSR; ySR; zSR; ;SR; #SR;WSR; SRð Þ

This primitive will be used mainly in phases of the operation in which the endo-
scope is inside the nasal cavity and you want to perform forward and backward
movements with respect to the reference system Pf g.

In addition to these movement primitives, two functions have been developed that
facilitate the relative positioning of the tool, as opposed to the absolute positioning used
up to now.
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offset_joints
It allows obtaining the configuration of robot axes from angular increments

expressed in radians. The position taken as origin would correspond to the current
position of the robot at the time of calling the function.

offset joints D#1;D#2;D#3;D#4;D#5;D#6ð Þ

offset_pose
Returns the position and orientation of the robot’s TCP ( Pf g) with respect to an

arbitrary reference system, displacing a position and orientation received as a param-
eter. The variation of the position will be determined by the XYZ coordinates,
expressed in mm, and the orientation can be specified in the form of quaternium or
using Euler angles, RPY, in radians.

Quaternium: offset pose DxSR;DySR;DzSR;Dqx;SR;Dqy;SR;Dqz;SR;Dqw;SR; SR
� �

Euler: offset pose DxSR;DySR;DzSR;D;SR;D#SR;DWSR; SRð Þ

4 Conclusions

The CRANEEAL initiative is intended to develop a co-worker robotic system for
minimally invasive neurosurgery, combining different technologies under a single
platform. The system will provide assistance to the neurosurgeon with automatic,
collaborative or shared-control behaviors, and it will perform an accurate navigation
based on the on-line information provided to measure the brain-shift phenomena and
the pre-operative planification.

The robotic system will be based on a fault tolerance cognitive architecture,
including a movement’s control system to avoid damages in the nasal cavity, a col-
laborative movement’s planner with learning capabilities and a multi-dimensional
model used to predict the tridimensional displacements of the brain, based on intra-
operative information.

In this work we have presented the methodologies developed to control the
introduction of surgical tools by the nasal cavity and the realization of the basic
movements associated with the intervention. During its execution, it is guaranteed that
forces will not be exerted that will damage the aforesaid cavity either by an ill-defined
movement or by external forces exerted accidentally on the robot. Likewise, a set of
low level movement primitives has been defined, from which to approach the gener-
ation and control of trajectories and displacements in a homogenous manner, facili-
tating the integration of the robotic co-worker with the rest of the system elements.

The development of this project is, at present, a work in progress from which we
hope to have an operating prototype soon that will allow us to begin testing under
operating conditions.
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Abstract. This paper describes the design and development of a Smart
Companion Pillow, named bGuard, designed by a multinational and mul-
tidisciplinary team enrolled in the European Project Semester (EPS) at
Instituto Superior de Engenharia do Porto (ISEP) in the spring of 2019.
Nowadays, parents spend most of the day at work and become naturally
worried about the well-being of their young children, specially babies.
The aim of bGuard is to provide a 24-hour remotely accessible baby
monitoring service, contributing to reduce parenting stress. The team,
based on the survey of related products, as well as on marketing, sustain-
ability, ethics and deontology analyses, developed a remotely interactive
Smart Companion Pillow to monitor the baby’s health and room air
quality. The collected data, once it is saved on an Internet of Things
(IoT) platform, becomes remotely accessible. The bGuard pillow, thanks
to its shape, reduces the risk of the baby rolling from back to tummy,
lowering the risk of Sudden Infant Death Syndrome (SIDS).

Keywords: Baby well-being · Parent stress relief · Room air quality ·
Smart pillow · Sudden Infant Death Syndrome

1 Introduction

The bGuard smart companion pillow was an EPS@ISEP project [1] developed
by a team of undergraduate students in the spring of 2019. The team was com-
posed by students from different study fields and countries as follows: biomedi-
cal engineering from Germany; electrical engineering from Estonia; mechanical
engineering from Germany and Portugal, industrial product engineering from
Netherlands and product development from Belgium. This project provided the
team with the opportunity to create an out-of-the-box object while contributing
to infant and parent well-being.
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 465–476, 2020.
https://doi.org/10.1007/978-3-030-36150-1_38
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Parents are always worried about the health of their children. According to
a study looking into the parental worries of 2000 parents, conducted by OnePoll
in conjunction with Lice Clinics of America [2], the average parents worry
about their children around 37 h a week. In addition, according to the Amer-
ican Academy of Pediatrics, Sudden Infant Death Syndrome (SIDS) remains
unsolved [3]. As referred by Kinney and Bradley [4] and the National Institute
of Child Health and Human Development of the United States of America [5],
the biggest risk factors of SIDS are the sleeping of the baby on the stomach or
side, overheating, exposure to tobacco smoke and bed sharing. Therefore, the
problem statement of the project focus on worried parents and SIDS.

Based on the problem statement, the objectives of this project are to lower
the risk of SIDS and parent stress by monitoring the baby’s sleeping environment.
The next chapters report the teamwork performed to achieve these objectives.

This document includes a background section, where related projects, mar-
keting, sustainability, ethics and deontology analyses are presented. Then, the
design and development are explained. Afterwards, planned functional tests are
described. Finally, the conclusions of the project are summarised.

2 Background

The background studies, which included a survey on related products, together
with marketing, sustainability and ethics analyses, allowed the team to derive
bGuard’s requirements.

2.1 Related Products

The survey on domestic products addressing the monitoring of the room envi-
ronment and vital signs, sleep and motion of babies contemplated:

– Smart Pillows are designed to improve the quality of the night rest. The
more advanced pillows, like the iSense Sleep [6], contain sensors that monitor
the pulse and respiratory rate. These pillows are often considered as gadgets
because they include built-in speakers for streaming music or playing audio
books, as is the case of ZEEQ [7] and Sunrise [8].

– Sleep Trackers are focused on giving detailed information about sleeping
patterns. Smart pillows are often equipped with a sleep tracker. These devices
come in different forms, such as wearable accessories (Fitbit Versa [9]), bed
accessories (Withings Sleep [10]) or bed-side accessories (S+ [11]). They track
the different sleep stages, the duration of sleep and overall sleep quality. The
researched products also measure the pulse of the user.

– Environment Monitors gather information about their location. Although
the market has a wide offer, this study selected three types of contact-less
monitors: GLOCO, Sense Sleep, and Withings Aura. GLOCO [12] monitors
temperature, humidity, and carbon monoxide levels of the child’s room. It
consists of a home station, which indicates when something is wrong, and an
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app with additional information. The Sense Sleep [13] and Withings Aura [14]
monitor the room conditions, the sleeping pattern and give advice on how to
improve them.

– Baby Monitors are focused on the baby well-being. They monitor aspects
such as temperature, movement and respiration of the baby. This is the case of
Owlet [15], Nanit Plus [16] and Sproutling [17]. In addition, Sproutling alerts
when the baby rolls over during sleep and Nanit Plus displays live images of
the child.

Table 1 compares the products analysed, ordered by category.

Table 1. Product comparison

Category Product Mediaa Pulse

(bpmc)

Room App

RHb(%) Temp. (◦C) CO2(ppmd)

Smart Pillows ZEEQ � �
Sunrise � �
iSense Sleep � �

Sleep Trackers Withings Sleep � �
S+ � � �
Fitbit Versa � �

Environment Monitors Sense Sleep � � � �
GLOCO � � �
Withings Aura � � � �

Baby Monitors Owlet � �
Nanit Plus � � � �
Sproutling � � �

a Image, Music, Sound or Video
b Relative Humidity
c beats/minute
d parts/million

According to this research, the market lacks devices which, simultaneously,
reduce the risk of rolling from back to tummy, allow interaction, monitor the
health of the baby, measure the room air quality and provide access to all this
information through a mobile application. Taking into account these findings,
the team embraced the concept of a four in one product for babies: (i) pillow
with a special shape (to reduce the risk of rolling); (ii) microphone and speaker
integrated in the pillow; (iii) pulse sensor incorporated in the sock; and (iv) room
sensors (temperature, relative humidity (RH) and CO2) in the home station. To
contribute to relief the stress of parents, the team chose to create a mobile
application to display the collected data and allow remote interaction.

2.2 Marketing

The saying “Customers do not buy products, they buy benefits” was the motto of
the team. Concerning the psychological segmentation, nowadays, parents worry
considerably about the well-being of their children [2]. Consequently, bGuard
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aims to lower the stress of parents by providing remote access to the baby’s
health and environment parameters. The benefits provided by bGuard comprise
lower risk of SIDS, sleeping environment quality monitoring and parenting stress
relief. Thus, the proposed promotional claim is “Sleepcurity for your baby”.

bGuard was positioned with the help of the Porter model [18]. This model
describes three different strategies a company can use from an outside-in point
of view: cost leadership, differentiation and focus strategy. The target group is
concerned parents (25 to 35 years), ranging from middle-class through upper-
class, who were raised with technology and constantly rely on their smartphone.
The team decided on differentiating the product, compared to its competitors,
by creating a unique product combination. bGuard stands out from the crowd,
inducing potential customers to pay more.

The four P marketing mix [19], which considers Product, Price, Place and
Promotion, has been followed. First, bGuard is a pillow with a special shape
to reduce the risk of rolling from back to tummy, with a speaker to sooth the
baby when crying, a sock to measure the baby’s pulse and a home station to
monitor room air quality. The combination of all these elements makes it a
unique Product in the market. Secondly, most of the comparable products vary
between 113.00 e and 313.00 e. The estimated Price should be around 249.00 e.
Being a smart product, the target group should be familiar with online shopping.
Thus, in terms of Place, bGuard should only be sold through its website, saving
money negotiating with large retail shops or re-sellers. Finally, advertisement on
the Internet and social media will be considered for Promotion.

On the whole, bGuard will be promoted on the Internet and social media,
sold on its own website and, due to its unique combination of features, the target
group will be willing to pay 249.00 e for its benefits.

2.3 Sustainability

The team considered the 3 Pillars of Sustainability [20], the 12 Principles of
Green Engineering [21] as well as the Good Health and Well-Being, Industry,
Innovation and Infrastructure and Responsible Consumption and Production
Sustainable Development Goals defined by the United Nations Educational, Sci-
entific and Cultural Organization (UNESCO) [22]. Finally, the Life Cycle Anal-
ysis [23] was performed.

All bGuard parts were thought to fulfill these sets of principles. Firstly, the
parts on the home station, the pillow and the sock are easily disassembled,
allowing the maintenance of electronic components and part recycling. The main
raw material of the home station – Acrylonitrile Butadiene Styrene (ABS) –, is
recyclable up to 99% [24]. A further advantage of the home station, once the baby
grows, is that it outlives the pillow and the sock since it will keep on monitoring
the room air quality – temperature, RH and CO2. Secondly, the cover textiles
of the pillow and sock are made in Lyocell (Tencel) [25,26] fabrics that are
naturally biodegradable. During manufacturing, 99% of the water and non-toxic
solvents are recyclable, resulting in an eco-friendly production. Thirdly, the foam
of the pillow is certified with OEKO-TEX STANDARD 100 [27], class I, which
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corresponds to the strictest baby requirements. This certified foam contributes
to high and effective product safety.

Thus, bGuard will contribute to relieve the stress of the parents and improve
the quality of life of the family, with minimum waste over its life cycle, without
jeopardising the needs of future generations.

2.4 Ethics and Deontology

Ethical issues inevitably arise when developing a product. Engineering Ethics
[28], Sales and Marketing Ethics [29], Environmental Ethics [30] and Liability
[31–35] help to deliver a safe and environmentally friendly product, both for
the users and the world. Objectively, this means the team wants to limit the
commercialisation of the product to the European market in order to keep the
footprint small, work with local providers and design according to the Design for
Disassembly (DfD) [36] principles. Furthermore, bGuard wants to deliver a safe
and user-friendly product. The aim is to ensure that users and manufacturers are
guarded from dangers and liabilities, respectively. To help the user, bGuard is
to be shipped with a manual detailing operation and maintenance instructions.
Last but not least, the team envisages launching marketing campaigns to build
a realistic image and promote this solution.

Above all, bGuard wants to be safe and live up to customer expectations.

3 Design and Development

Based on the conducted background studies, the team defined the design concept
and proceeded with the development of the bGuard proof-of-concept prototype.

3.1 Design

Figure 1 displays the bGuard design, which was driven by safety, sustainability
and aesthetics concerns.

The pillow and the sock are covered with Lyocell (Tencel) [25,26]. Lyocell
is a breathable hygienic material, which means it is less prone to the growth
of bacteria. The pillow has two side bumpers to reduce the risk of rolling from
back to tummy. These side bumpers are made of polyurethane foam. The home
station, to avoid sharp angles, has a round shape. In terms of sustainability,
bGuard was designed according to the DfD [36] principles like, for instance, the
manual screwing of the home station parts. This means that when the product
is at the end of its life it can be easily disassembled and the parts recycled. Con-
sidering the aesthetics, the home station has a clean look, presenting a smooth
and bright surface made of ABS.

As a result, bGuard will be a safe, eco-friendly and attractive product.
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Fig. 1. bGuard design

3.2 Concept

Figure 2 displays the bGuard concept, with the sock and the pillow on the left,
the home station in the middle and the IoT platform and mobile application on
the right.

Fig. 2. Concept of the prototype

The smart pillow has two side bumpers to minimise the risk of the baby
rolling from back to tummy. One of the bumpers contains a micro-controller,
a battery, a microphone, an MP3 player and a speaker. This equipment allows
the pillow to play music or voice recordings when the baby cries. In the case of
the end product, the sock integrates a pulse sensor, a small battery and a thin
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micro-controller. In the case of the prototype, the sock pulse sensor is wired to
the micro-controller of the pillow.

The home station measures the room temperature, RH and CO2, the sock
reads the pulse of the baby and the pillow records the sound of the baby. The
data collected by the sock and pillow are sent to the home station through a
Bluetooth link and the home station sends all the gathered data to the IoT
platform through a Wi-Fi link.

Finally, the baby and room data can be monitored online and seen on a
smartphone. When the measured values are outside the predefined ranges, a
notification is sent by the mobile app. Because of the limited time, the app
will not be developed for the prototype. Nevertheless, the measurements will be
monitored on the IoT Platform to prove the concept.

3.3 Development

The development of bGuard, a four in one product for babies, was a great chal-
lenge for the team, not only in technological, but also in design terms. The
home station has to allow ventilation, for the sensors to measure the air quality,
the pulse sensor has to be encapsulated inside the sock and the pillow must be
covered with a waterproof fabric with sound permeability to protect simultane-
ously from the potential spillage of liquids and to allow the microphone and the
speaker to work properly. Figure 3 depicts the final proof-of-concept prototype,
with the smart sock, the smart pillow and the 3D printed home station.

Fig. 3. Final proof-of-concept prototype

Once the connection with the IoT platform is established, it is possible to
remotely access and monitor all sensor readings (Fig. 4).

All things considered, the design and development decisions, which took into
account ethics, sustainability, marketing and the state of the art, resulted in the
creation of a real scale proof-of-concept prototype.
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Fig. 4. IoT dashboard

4 Tests and Results

Immediately after the specification of the prototype requirements, the team
devised a set of functional tests, concerning the physical product, the software
and the hardware, to verify the correct operation of the prototype. Table 2 lists
these tests and the results.

Table 2. Tests and results

Test Results

DHT22 Sensor Accuracy The temperature and RH readings obtained with the DHT22 sensor for

20 ◦C, 26 ◦C, 28 ◦C, and 30 ◦C were compared with those of a reference

device. The calculated and the expected accuracy matched (±2.5% for the

temperature and ±5% for the RH)

CO2 Sensor Calibration The sensor was calibrated for a CO2 concentration of 400 ppm [37]. The

readings, however, were not compared with those of a reference device due to

a lack of resources

Pulse Accuracy The pulse measurements of a young adult matched the data sheet

specifications. Next, the sensor accuracy was determined using the medical

device Silvercrest SPO55. All readings were within ±5% accuracy

Microphone The microphone was calibrated using the Sound Level Meter and Spectrum

Analyser SC310 from CESVA. Since the baby cry spectrum ranges typically

from 336.9Hz to 502Hz, the frequency stability was tested. The microphone

displayed an acceptance range of 5%

Cry Detection With a baby crying recording playing, the software analysed the microphone

output signal and correctly identified the situation. As a result, the MP3

player played the stored sound recordings through the loud speakers

IoT Platform The sensor readings submitted in real-time to the IoT Platform Thingsboard

were available through the user dashboard. In addition, the user was able to

visualise the historical data and preset the minimum and maximum

notification values. Whenever the values were out of range, a notification was

issued

5 Conclusion

Based on preliminary analyses, the team designed an out-of-the-box product,
providing parents with remote access to information about the health and envi-
ronment of their baby. Moreover, even when the infant naturally outgrows the
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pillow and the sock, the home station will continue to monitor the air quality
of the room. The bGuard Smart Companion Pillow is a product of the IoT era,
where smart devices become part of daily lives. The target group is made of
worried parents (25 to 35 years old), ranging from middle-class through upper-
class, who were raised with technology and depend on their smartphone. Taking
everything into account, the team is confident that bGuard has the potential to
become a real product in the market due to its unique combination of features
that lower the risk of SIDS, monitor the quality of the sleeping environment and
reduce parenting stress.

EPS@ISEP, as a cross-cultural and multidisciplinary engineering cap-
stone programme, challenged the team to execute an integrated design-
implementation-and-business solution – bGuard. The collective effort of the team
was the key for the success. Besides the different kinds of expertise and the dis-
tinct visions of the problem – worried parents and SIDS, the team was able, with
the help of the supervisors and the teachers, to establish its own way to plan
and navigate along the semester – in an agile way, using SCRUM.

Considering that EPS@ISEP aims to promote hard and soft engineering skills
in undergraduates, here are the testimonials left by the team members at the
end of the semester:

– “Living in a globalised world, the EPS gives students the possibility to spend
a semester in a foreign country while working with people from all over the
world in close cooperation. Putting together a team from different academical
backgrounds, different countries and different strengths, has the potential to
create something big. The project allowed me to learn many things with the
others and to improve my skills just by recognising how they tackle things
and find solutions. What I liked especially about the EPS is that it simulates
a start-up company in quite a realistic way. All the know-how was transferred
in a practical way to be directly used for the project. It is great to see how
motivated colleagues can be and how much effort they put inside when they
have a great project which is really progressing.”

– “EPS@ISEP was really a great experience for me, specially because of the
different fields of expertise of the team members. Furthermore, it was very
interesting how the team always managed the time in order to distribute tasks
towards the success of the project. On the whole, I must say that EPS@ISEP
was really above my best expectations.”

– “Choosing to participate in the European Project Semester was one of the
best choices of my life. I learned a lot during these few months. Not only did
I develop new skills as a Product Designer, but I also learned so much about
teamwork. It was not always easy to work with people who do not speak the
same language as you or study the same courses, but we always managed to
communicate one way or another. I would definitely say that our different
backgrounds were not a weakness but a strength, which made us stronger as
a team.”
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– “EPS is a good way to interconnect with students from different countries
and cultures as well as the way to create a complete advised product for the
real market is a great challenge.”

– “I am grateful for the experience EPS has provided. It is such a nice opportu-
nity to meet so different people from other countries, see how they work and
get to know other areas than my speciality. EPS is a good way to learn how
to make things work in a totally new environment and in a group where each
person has different ideas and viewpoints. It has taught me to be patient,
tolerant and to consider much more the ideas of others. The opportunity to
see and learn about this beautiful country is also priceless.”

– “I am thankful for having the opportunity to take part on the European
Project Semester. During the semester I learned a lot about the different
cultures and their way of working. It was great to see that every part of the
team was much focused to create a product that supports young parents in
the daily life. Also, I liked the way of thinking about ethical and sustainable
topics during the project. This experience gave me a new view of generating
solutions during the project. Moreover, the EPS enabled me to improve my
English skills.”
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Abstract. The main objective of the study collected in this paper is to
study the changes in the execution of a repetitive task of industrial field
when it is carried out with the help of an active upper-limb exoskeleton.
To do this, an experimentation has been carried out in which the aim
is to compare the differences when performing a task with and without
the exoskeleton. Results show that the incorporation of the active upper-
limb exoskeleton supposes an advantage in the execution of the task, in
terms of precision and control against disturbances.

Keywords: Upper-limb exoskeleton · Validation · Industrial tasks ·
Assistive devices

1 Introduction

Musculoskeletal disorders of occupational origin affect body structures such as
muscles, ligaments, joints, nerves, tendons and bones, and are mainly caused
by the working conditions and environment like loads, posture, duration of the
task, recurring movements among others [1]. This kind of disorders are among
the most important health problems at work, and they have a high impact in
the quality of life of many workers as well as suppose an important annual cost.
In particular, in the European Union, musculoskeletal injuries are a significant
and growing health problem, since more than 40 million workers in Europe are
affected, representing an estimated cost to society of between 0.5 and 2% of the
gross domestic product (GDP) [2].

Fully automation of the tasks or using robotic manipulators would help to
reduce the risk of musculoskeletal injuries. However, a great number of jobs would
require an unaffordable investment to be fully automated due to the complexity
of the task or the environment. In this regard, workers assisted by wearable
robots, specially exoskeletons, are a compromise solution that combine both
human skills to deal with complex environments with the load-carrying and
sensing capabilities of the robotic devices [3].
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The ExIF project (Intelligent Robotic Exoskeleton and Advanced Interface
Systems Man Machine for maintenance tasks in the Industries of the Future)
arises from the necessity to eliminate or reduce the musculoskeletal injuries asso-
ciated with the installation and maintenance of industrial facilities, proposing as
a solution the development of an active upper-limb exoskeleton that will be sup-
ported by a passive lower-limb exoskeleton structure that transmits the weight
of the robotic system to the ground, described in [4] and shown in Fig. 1.

Fig. 1. Active upper-limb exoskeleton design.

The study presented below aims to analyze changes in the execution of a
repetitive task of industrial field induced by the incorporation of an active upper-
limb exoskeleton, comparing the results obtained with those that appear when
executing the same repetitive task in free mode (without the help of the arm
exoskeleton).

2 Materials and Methods

2.1 Subjects

10 subjects have participated in this experimentation, 5 male and 5 female with
no motor or cognitive impairment. All the subjects are right handed, with ages
between 24 and 48 years (29.8 years ± 6.795 years), with heights ranging between
1.60 and 1.83 m (1.69 m ± 0.067 m), and a weight between 55 and 86 kg (65.9 kg
± 12.087 kg).

2.2 Experimental Setup

In this study two robots have been used, the upper-limb exoskeleton mentioned
above and described in [4], and a planar robotic device for post-stroke home
tele-rehabilitation [5] that has already been validated in other works [6]. The
experimental setup is shown in Fig. 2.
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The subjects sit in front of a screen that shows the instructions to carry out
the activity. Depending on the condition they are performing, subjects will take
the final-effector of the robotic rehabilitation device, wearing or not the arm
exoskeleton.

Fig. 2. Experimental setup, with and without the upper-limb exoskeleton.

2.3 Task

The task consists in the simulation of drilling a wall in which it must reach a
depth of 10 cm. To simulate the different scenarios, the following assumptions
have been established:

– Continuous wall
– Thick wall + air
– Thin wall + air

Each of these assumptions is carried out with different levels of force, a low
level (8 N) and a high level (12 N), thus obtaining 6 different classes. Each of
these classes is executed 10 times in random order, so each subject will perform
60 repetitions for each condition (60 repetitions with exoskeleton and 60 freely).

The planar robot performs the force on its axis Y toward the subject simu-
lating the wall which opposes the advance of the tool, while the position of the
end-effector represents the drill to be moved from the home position to achieve
the objective. To simulate the wall has been crossed, the robotic system stops
applying the force, and the subject should be able to control the end-effector for
reaching the target not exceeding 10 cm.

The interface shown on the screen (Fig. 3) indicates to the subject at all
times the actions to be carried out during the experimentation: waiting time,
executing movement, objective achieved and returning to the starting position.
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Fig. 3. User interface.

2.4 Acquired Data

All the data analyzed in the study are obtained from the planar robot, and were
collected during the sessions. Since the exoskeleton performs the activity by rigid
position control, it is not necessary to collect any data from this device.

At the beginning of each session, the planar robot sends the sequence of the
classes that is carried out during the 60 repetitions, in order to identify which
class is going to be given and then be able to compare the results obtained by
the subjects in each of them.

On the other hand, the device sends the data associated to the distance
traveled by the end-effector as a function of time, which allows us to know when
the subject reaches the objective (speed when executing the task), maximum
distance traveled (subject precision) and trajectories performed (repetitiveness
when executing the task).

2.5 Study Protocol

Once we have explained to the subject what the experimentation consists of, and
verified that the communication with the devices works correctly, we proceed to
begin the experimentation. The purpose of the subject, as detailed above, is to
achieve an objective by simulating a drill on a wall, in which the bit must be
inserted a depth of 10 cm.

The task is carried out by means of two conditions that are executed in a
random way: in one condition the activity is performed freely, while in the other
one the exoskeleton of the upper-limb executes the movements of the subject’s
arm. For each of these conditions, the subject performs 60 repetitions, making
a total of 120 trajectories.
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2.6 Statistical Analysis

Taking into account the 10 trials of every class, the mean value of the position
deviation with respect to the objective has been extract for every subject. The
average speed of the speed profile has also been obtained for each of the classes.
Therefore, each user has a characteristic mean value of each parameter for every
class.

Two-sample t-test was apply to compare whether the difference between the
same class in both conditions are really significant.

3 Results

3.1 Average Position Deviation

In Fig. 4, the average of the position deviations with respect to the objective
position by all users for each of the classes is shown. This parameters shows the
influence of the perturbation when users try to reach the objective accurately.

Analysis shows that there is a significant difference between both conditions
in case of the Thick Wall High Force (Two-sample t-test p = 0.0365) and Thin
Wall High Force (Two-sample t-test p = 0.0379).

Fig. 4. Boxplot of the mean values of the position deviations with respect to the
objective position for each of the classes, where the freely condition is represented in
gray and the exoskeleton one in blue.
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Fig. 5. Boxplot of the mean speed profile of two subjects for all the classes, where
the freely condition is represented in gray and the exoskeleton one in blue. The results
corresponds to the subject with the worst performance (image above) and to the subject
with the best performance (image below).
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3.2 Average Speed

Figure 5, shows the mean values of the speed profile of each trial in case of
two subjects, the one with the best performance and the one with the worst,
considering a better performance when the dispersion in freely condition is more
similar to the exoskeleton one.

4 Discussion

4.1 Accuracy in the Task Execution

Analyzing the data obtained, it can be seen that the average of the deviations
with respect to the position reached is higher when the task is carried out freely,
which results in greater accuracy in the task execution when it is performed with
the help of the active upper-limb exoskeleton.

This deviation, as shown in Fig. 4, is significant in the classes where the
applied force is higher (12 N), so we can affirm that the fact of executing the
task with the help of the active upper-limb exoskeleton designed implies an
advantage in terms of accuracy achieved by the user over performing the same
activity without assistance.

4.2 Response After Unexpected External Perturbation

Taking a look to the Fig. 5, for both subjects (the ones that has better and worse
performance), the standard deviation of the mean values of the speed profile of
all the classes, is much higher in freely condition than in the exoskeleton one,
reaching approximately 3 times greater in certain classes of the user with better
performance, up to a maximum of approximately 15 times greater in some classes
of the user with worse performance.

Another aspect that can be observed is that regardless of the user’s perfor-
mance in the freely condition, in general, users reach almost a identically velocity
profile respectively for each classes of the exoskeleton condition.

These effects reflects how the exoskeleton is able to mitigate the unwanted
effects caused by disturbances during the task. All this favors not only to have
a better accuracy, as seen in the previous section, but also to avoid injuries
due to unexpected sudden movements, to avoid making failures due to these
disturbances or to have a better control due to the most stable and continuous
movement.

5 Conclusion

In the present work, the differences of using an active upper-limb exoskeleton
with respect not to using it to perform a certain simulated task of industrial
field has been evaluated, in this case, to drill a wall horizontally.

Analyzing the results obtained in the experimentation, we can affirm that,
in general, the incorporation of the active upper-limb exoskeleton supposes an
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advantage in the execution of the studied task, and in particular, it is observed
that it is significantly beneficial to obtain a greater precision and more control
among the disturbances that may appear.
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Abstract. Robotizing laparoscopic surgery not only allows achieving better
accuracy to operate when a scale factor is applied between master and slave or
thanks to the use of tools with 3 DoF, which cannot be used in conventional
manual surgery, but also due to additional informatic support. Relying on
computer assistance different strategies that facilitate the task of the surgeon can
be incorporated, either in the form of autonomous navigation or cooperative
guidance, providing sensory or visual feedback, or introducing certain limita-
tions of movements. This paper describes different ways of assistance aimed at
improving the work capacity of the surgeon and achieving more safety for the
patient, and the results obtained with the prototype developed at UPC.

Keywords: Surgical robotics � Robot laparoscopic surgery � Cooperative
robotics � Virtual feedback � Safety in robotics surgery

1 Introduction

The introduction of robotics in laparoscopic surgery started in the early 2000s, initially
with systems equipped with three robotic arms, two for operation and the third for the
support and guidance of the laparoscope. Subsequently, a fourth arm was introduced so
that the surgeon could manipulate an additional instrument for holding other auxiliary
tasks without the need of an external cooperation. Since the introduction of robotic
laparoscopic surgery, with the Da Vinci system being so far the only robotic system
with certification to be marketed since 2000, Fig. 1, about 5,000 systems have been
installed, of which about 50 in Spain. In the coming years this figure will increase
significantly, especially with the appearance of new systems, such as the CMR Versus
now recently certified [1], Fig. 2. It is also expected that in the coming years the offer
diversifies with the appearance of other systems that can become more competitive.
The system developed at UPC [2], Fig. 3, is expected to be one of them in the time
frame of two years, the minimum necessary to fulfil all legal requirements.

The systems currently available have been incorporating new features, basically
aimed at three objectives: facilitating the work of the surgeon, increasing the patient’s
safety, and making this type of surgery less and less invasive. In the first aspect, in
order to provide a better assistance to the surgeon, new instruments have been
developed. To put an example, by using staples the number of sutures to be performed
can be reduced, with the advantage this entails in terms of required ability and
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operation time. On the other hand, assistance systems have been developed to
streamline the set-up, a process that still takes too long. This aspect is relevant, since
the introduction of robots has been based on the high levels of surgical efficacy
achieved, more than on efficiency, due to the high cost of current systems and the
longer operation time still required in front of conventional surgery.

In the second aspect, the increase of patient’s safety, visualization systems are
developed, which provide the surgeon with a better vision of the position of each
instrument or with means of fixing protection boundaries, virtual fixtures. These sys-
tems tend to compensate the lack of tactile feedback in teleoperated systems, since
despite being a demand of the surgeons, it has not been achieved due to the impos-
sibility of developing sensory systems integrable in the instruments that measure
interaction efforts and are compatible with the required miniaturization and the needed
robustness in front of sterilization processes. In the third aspect, to minimize trauma to
the patient, suitable articulated instruments have been developed to be able to operate
through a single hole, which has allowed to develop both, tools oriented to the manual
SILS (Single-Incision Laparoscopic Surgery), and robotic systems oriented to this type
of surgery, as the TSpot of Titan Medical, Fig. 4.

There is therefore a line of progress that aims to look for improvements based on
the design of architectures, or new mechanical devices, such as new stapler tweezers or
specific tools to operate on a single port, Fig. 4, and another that with the available
architectures and systems, enable the introduction of better control strategies or
supervisory algorithms that allow improving the medical practice or patient safety. And
this is the focus of this work, surgical improvements using the resources provided by
multisensory perception, learning techniques and artificial intelligence or big data.

Fig. 1. Da Vinci system Fig. 2. Versius system

Fig. 3. The Bitrack system (UPC) Fig. 4. TSpot system for SILS surgery
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2 Robot Based Assistance Systems for Laparoscopic Surgery

In robotic laparoscopic surgery the typology of soft tissues, the object of the inter-
vention, does not allow a preprogramming of the tasks to be performed. Robotization
here is implemented by means of teleoperation, which with the classical control
structure can provide advantages over manual execution, despite not having a capacity
for sensory feedback. Apart from the assistance functions already developed, the fact of
robotizing allows introducing clear advantages since the trajectories of each arm can be
provided with correction factors, either a gain factor or keeping the orientation of the
working axes during a movement, which allows to increase precision and the work
comfort.

The lack of force feedback does not prevent providing the operator with an alter-
native visual information, for example on the status of the instruments when they are
not in the visual field or when they reach extreme positions within their working space.

2.1 Aids Based on the Geometric Control of Trajectories

Due to the large computing capabilities available in teleoperation control systems,
many aids based on geometric calculations can be introduced, surpassing the capacity
of a human operator, and thus facilitate teleoperation. The ability to memorize tra-
jectories allows automatic and secure removing of an instrument and its automatic
return to the point of origin. Considering this point as safe, which is reasonable if the
removal has been carried out without incompatibilities with the environment, and if
there have been no other changes in position in the surgical field, it is unlikely that the
inserting and accessing movements change. The automatic execution of the removal
and re-entry movements to a specific working point is of especial interest to speed up
the operation of cleaning the camera’s objective when there is drowsiness that makes
vision difficult, or to release an instrument of tissues that may have remained adhered
during the intervention.

To guarantee a safe automatic realization of trajectories, such as the return to a
certain point previously visited, and in order to anticipate the presence of unforeseen
obstacles, some assisted control is necessary. That is, the generation of trajectories that
are modifiable referring to both, execution speed and position, in which the position in
each point of the trajectory is the vector sum of the planned or memorized trajectory,
and the gesture control orders made by the operator, either directly on the arm of the
robot, or on the controls, Fig. 5.

The geometric computing capacity provided by the control unit is also applicable to
make the geometric measurements that help certain operations, such as the sizing of
meshes or other tools, and to be able to automatically guide the camera, focusing the
field of view on the tools working area, which position is known since these tools are
governed by the own control unit.
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2.2 Aids Based on Haptics

All teleoperated robotic systems in laparoscopic surgery are operated from a work-
station with motorized controls, both to be able to do the initial positioning and to guide
the operator in order to maintain the orientation of the instrument along a change of
position, as well as to perceive limit situations. The perception of efforts in manual
laparoscopic surgery, even being affected by the friction of the tool with the trocar,
which appreciably distorts their values, is lost in robotized surgery due to the diffi-
culties involved in the incorporation of force sensors in the different working tools.
Thus, at present, the robotic systems of application in laparoscopic surgery do not have
yet haptic capacities, although they are common in other teleoperation fields.

Direct force/torque measurement, F/T, is achieved placing a F/T sensor on the
laparoscopic tools to detect the interaction forces between tool and tissues. The
placement of the F/T sensor is crucial to obtain the best measurements. Two are the
feasible solutions: interpose the sensor between the tool actuator and the shaft or
between tool and robot. The first solution offers optimal results, but its implementation
passes through complex mechanical solutions. The most successful approach was
developed by DLR, [3], where a F/T sensor based on a Stewart platform was placed to
obtain direct measures. More recently, in [4] a grasping force sensor placed on the wrist
of a robotic laparoscopic grasper was proposed. The sensor is based on a double
layered capacitance sensor attached to a deformable wrist and a torque sensor on the
pulley. This approach requires high precision and miniaturization, resulting into high
cost solutions with sterilization and electromagnetic compatibility problems that are
still pending to be solved.

Placing the F/T sensor outside the patient relaxes the restrictions of sensor size
enabling the use of industrial force sensors. This solution suffers from measurement
distortions induced by the trocar and tool flexions [5]. The contribution of these two
factors is difficult to be modelled. In [6] a force sensed robotic trocar is presented where
the force sensor is out of the patient. The force sensor is placed between a double
concentric access channel. Laparoscopic tool interacts with the internal channel while

Fig. 5. Control structure with cooperative telecontrol
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the external one is passively guided. This difference is measured as the interaction force
between the tool and the surgical environment.

Unlike direct sensing, indirect F/T is estimated from sensors that directly measure
deformations using other parameters. Most of the proposed solutions are based on
measuring the intensity of the current of the motors that control the end effector driving
cables, [7]. Following a similar principle, it is possible to estimate F/T measuring the
tension of the driving cables. In [8], authors guide the grasper actuators cables through
rigid channels. Tension variations on that cables generate measurable deformation of
the elastic bodies. Using this deformation, the contact forces of the gripper can be
estimated.

The use of surgical environment visual information obtained from the laparoscopic
camera allows estimating the force from images. Tissues deformation produced by the
contact between laparoscopic tools and tissues can be used to estimate interaction
forces. Visual force estimation methods present several benefits and are a promising
research field. Unfortunately, they require from a correct surface reconstruction to
determine the depth and direction of the contact; tissue modelling of dynamic prop-
erties to estimate reaction forces against contacts and, finally, occlusions preclude
correct penetration computation.

Although not having haptic capacity, as a perception of the efforts, interaction
forces, made during the execution of the task, these robotic systems are provided with
the necessary motorization at the joints of the master device to generate some haptic
perception. This force feedback allows the human operator to perceive the mechanical
limits of movements derived from the mechanical structure of the robotic arms, the
virtual operation limits that may have been defined by the operator in advance or the
security blockages that can be generated through the monitoring and supervision of the
task.

2.3 Aiding Systems Based on the Supervision of the Task

Other support systems can be based on the autonomous or supervised execution of
tasks, or part of tasks, which due to their predictability can be generated from a planner,
based on predetermined procedures that can be executed with visual feedback. Many
efforts are currently being done for their autonomous execution, or to guide the assisted
manual execution of these procedures.

The study of an intervention workflow allows acquiring the knowledge of the
phases of the procedure and find the way to automatize some of them. In [9] this
information is used for autonomously guiding the camera and for the planning of
minimal invasive port positions in combination with an initial setup. In [10] a series of
simple tasks are studied aiming to be automated and thus releasing the surgeon from
the need to execute systematic and repetitive operations, allowing him or her to focus
on the most difficult aspects. The operations analyzed were puncturing, cutting and
suturing. A wider study for the modelling of surgical procedures is described in [11]
aimed to be applied for the evaluation of surgeon skills, analyzing clinical team
workload, optimizing the operating room management and predicting next surgical task
or their duration.
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3 Aiding Systems in the Frame of the Bitrack Project

Bitrack is a teleoperated robotic system for laparoscopic surgery, a system that is
expected to be able to reach the market after obtaining the certifications of the CE and
the FDA. The prototype has been tested in vivo, with pigs, with various surgeons in
different surgical specialties with satisfactory results and with a short learning curve,
which is less than two sessions, thanks to the friendly user interface. Apart from
regulations, further research is going on to provide new teleoperation aids, more than
those conventional ones. The new aids developed that the surgeon can use when
appropriate consist in haptic perception and guiding assistance for certain pre-
established tasks.

3.1 Force Estimation for the Generation of Haptic Feedback

To provide some feeling of the efforts exerted during the intervention, the interaction
forces can be estimated from the visual perception of the deformation caused by the end
effector in the working environment and its quantification generates the equivalent
reactive forces to be fed back to the master device.

The contact with the environment to be detected, which must generate the estimated
force to perceive, can be either due to the contact between the instrument and the tissues,
or between an element held by the tweezers and the environment too, being this element
either a suture needle, a clip or so. The perception system developed should be able to
segment the image distinguishing between the instrument handled by the robot arm, its
grasped element and the detectable elements of the environment. With this aim, the
perception system operates from a pair of contour images, obtained from the stereo
endoscope used. To speed up the computing time for obtaining the perception of efforts
in real time, these images are simplified. First, using working windows around each
instrument and second extracting some singular points to reduce the amount of data to
process. Figure 6 shows the resulting segmentation. The instrument (labeled in red) has
been identified from the window corresponding to the perimeter of each instrument and
registered with the contour obtained by the projection of the CAD model of each
instrument, seen from the 3D point corresponding to the position of the optics within the
work space. This position is known by the control unit of the robot arm that guides it.

When performing the growth of the points in contact with the instrument, it is also
necessary to carry out the 3D points matching with the geometric model of the needle
used, to detect its presence (in blue). Once isolated the singular points corresponding to
the instrument, a growth of the rest of the singular points found identifies those con-
sidered as belonging to the background (in yellow).

Once achieved the segmentation that allows to obtain the singular points of the
instrument, or of any element transported by the instrument, which interact with the

environment, the image processing system obtains the displacement vector PðtÞ��!
of each

singular point, and proceeds to subtract each vector from the average of all the vectors
considered, in order to eliminate the movement of the scene, Fig. 7. Once the move-
ment is filtered, compensating in part the movement of the scene, the exerted forces are
inferred, those that better justify the displacement vectors obtained from the points in
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the environment. These calculated forces, which must emulate the F/T sensor that the
tool should have had, generate the corresponding reaction forces on the control device,
information that can be complemented with synthetic images on the screen.

3.2 Guidance Aids

The developed system is also provided with guidance aids, if this function is activated
by the user, which allows generating forces of attraction that facilitate the surgeon to
carry out these tasks. These guiding aids functions can be geometric, or they can be
oriented to goals. The first ones are those that can generate geometrically trajectories
from known passing points. The second ones are those needing a planner, able to
generate a trajectory that allows the execution of a concrete objective.

Initially, the aiding functions introduced are of geometric type to be able to achieve
the high reliability that surgical robotics requires. In this line, the developed aids which
have given good and reliable results have been the guidance in operations of insertion
and retrieval of the instruments, and in the realization of sutures.

For the retrieval assistance the system generates the forces that maintain the tra-
jectory of the instrument axis along the entire path, since there are no other elements in
the space occupied by the tool. The guided entry has two clearly differentiable variants
by the own system: a first entry or a new entry towards the previous working point. In
the first case, the guidance is oriented towards the center point of the field of view of
the camera. This operation facilitates the advance when the instrument is still outside
the camera field of view, and despite being blinded, the initial placement of the trocars
guarantees that each instrument can be visible to the camera if the trajectory of the
entry follows this direction. In the second case, the return to the working point is very
useful both for cleaning the camera’s optics, and for the cleaning or replacement of an
instrument. With respect to the suture assistance, the surgeon after the puncture must
rotate the needle as much centered as possible on the geometric center of the needle
used. Since the segmentation allows to perceive an object at the tip of the instrument,
the aiding system can register it with the different needles that can be used and

Fig. 6. Detection and tracking of the tools and the tissues around them.
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determine the position in space of its center with respect to the distal point of the
instrument used, Fig. 8. The accuracy in the computation of the virtual center of
rotation improves as the movements of the surgeon allows to get more points of view of
the needle. The turning made along the suture can then be assisted at the surgeon’s will,
with a guiding force that maintains the rotation without displacement, which facilitates
the task accomplishment with less stress of involuntary displacement of the tissue to
suture.

4 Future Possibilities

Since the beginning of laparoscopic surgery in the 2000, its progress has been more
focused on the mechanics, passing from a robot with three arms to a new with four, and
later on in modifying the robot architecture in order to increase accessibility and
compatibility between the arms to avoid constraints and collisions.

Fig. 7. Structure of the vision system that can generate forces to emulate haptic perception

Fig. 8. Detection of the needle geometric center in space for the guidance of the isocentric
rotation along a suture
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Currently, much work is oriented to introduce new aiding systems to more evolved
robotic systems and to the robots that have appeared in the market recently or that will
appear in the next years.

In this sense, different research efforts have been done from different perspectives.
One of them is the Horizon 2020 SARAS project, Smart Autonomous Robotic Assistant
Surgeon, aimed to provide autonomous assistance to the main surgeon, that teleoper-
ates the robotic arms, with two additional robot arms acting as auxiliary surgeons. We
are contributing with the development of a vision-based force estimator to be able to
provide haptic feedback, and with the system architecture.

In what refers to the haptic feedback, all Robotic Assisted Minimal Invasive Sur-
gery (RAMIS) include an endoscope to visualize the scene during a procedure.
Therefore, this visual information from the endoscope can be used to relate the
deformation in the tissue surface to estimate the applied force [12]. From the conser-
vation principle of the continuum mechanics, the forces applied to an elastic object is
directly proportional to its change of shape. Following this principle, we propose to
reconstruct the surface of the tissue using the visual data from the endoscope and find
the relationship between the deformation and the applied forces.

Then, the force estimation is developed in a three steps process. First, a stereo
reconstruction of the surface of the tissue that generates a dense point cloud. In the
second step, a computation of the surface deformation of the tissue from the point
cloud. Finally, in the third step, the computation of the force estimation using the
relationship with the computed deformation and the type of tissue.

Surface Reconstruction. In this part of the algorithm, we deal with the reconstruction
of the workspace. Our approach is based on stereovision using the stereo endoscope of
the system. This method uses the calibration of two different cameras, where the
relative position of both is known, to search in one image all the pixels from the other
via maximum correlation. These correspondences create a map of depths of the image
pixels. Afterwards, this depths map is transformed in a 3D point cloud of the object.
Figure 9 shows the reconstruction of the surface of a placenta.

Deformation Computation. From the previous recovered surface in this step the
algorithm computes the deformation in the surface as the changes produced in a set of
linearly independent vectors (3D lattice). We use this lattice in order to obtain a
compromise between reducing computation cost and accuracy. So, in consequence, we
use the lattice as our deformation model.

Fig. 9. Stereo reconstruction of a placenta surface
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The 3D lattice C can be parametrized by the following formula:

C x;Pð Þ ¼
Xy1
l¼1

Xy2
m¼1

Xy3
n¼1

Plmn

YK
K¼1

nk xkð Þfor k ¼ 1; . . .; 3

where nk are a cubic basis spline and Plmn denotes the displacement of a control point
with y1y2y3 number of points. So, the lattice is calculated from the reconstruction by
minimizing the following equation:

Et Pð Þ ¼ EU C x;Pð Þ;Rð Þþ cEW C x;Pð Þð ÞþEK C x;Pð Þð Þ

where EU is the discrepancy measure term, c is the regulation parameter, EW is the
penalization term and EK is a term to preserve the lattice shape.

Finally, the parameters Plmn of the lattice are the inputs to the neural network used
to determine the relation function between the deformation and the applied force of the
last part of our approach.

Force Estimation. As previously mentioned, our strategy to compute force feedback
relies on using a Recurrent Neural Network (RNN) to get the relationship between the
deformation and the applied force. The input to this neural network will be the lattice
parameters and the geometric information. Specifically, we propose the usage of a
Long-Short Term Memory (LSTM) based architecture to compute the force feedback.

Other approaches to calculate the force from the deformation are based on an
experimental relationship between the deformation and the force [13]. In [14], the force
is estimated from a combination of the deformation from the images and the electrical
current from the motor during the interaction of the tool with the tissues.

Application to Reconstruct Surface by Mosaicking. An application of the computer
vision in surgery is its application in a robust real time tracking for Fetoscopic Photo-
coagulation (FLP) surgery for Twin-Twin Transfusion Syndrome (TTTS) [15]. TTTS
is a syndrome where both twins share the same placenta and the blood flood has an
unbalanced intertwin from the donor twin to the recipient twin through some vessel
connections called anastomoses. The treatment of the TTTS relies on a fetoscopic laser
to photocoagulate these anastomoses.

The system has been tested using videos from a real TTTS intervention. One of the
principal problems of these videos is the low quality of images due to the dirty
environment and liquid inside the amniotic sac jointly with the low quantity of light
produced by the fetoscope. In consequence, the system must deal with images that are
noisy, blurred and poor colour components.

This method assists in the robotic system to track and stabilize the region of interests
during the coagulation of the anastomoses by compensating the placenta’s movement
by calculating the relative position of the fetoscope tool tip with respect to the placenta
surface via local vascular structure registration.
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More precisely, the system works in the following three steps. First, the method
binarizes the images from the endoscope to segment the local superficial vascular
structures of the placenta. Second, using these vascular structures, the algorithm
searches for a sequence of relevant points of interest (POIs) that are distributed among
the image. Third, the system uses these points to calculate the transformation between
two consecutives images. Figure 10 shows some placenta mosaics created using this
method.

5 Conclusions

The aiding systems developed, based on geometric criteria, have shown that they
facilitate the task of the surgeon after a relatively short learning time by performing a
pyeoplasty and a clamp in the renal artery, after trying with different surgeons. These
aids that robotization of laparoscopic surgery can provide, constitute just a first step that
robotics can bring in the future in the field of surgery. In this first stage, only the aids
for guidance were addressed since these control strategies can be justified rigorously in
the necessary certification process. The trajectories that are taken as reference of a task
can be geometrically defined from points provided by vision systems or from the
calculation of the kinematics chain robot-trocar-instrument. On the other hand, per-
forming tasks in a more autonomous way, based on expert systems, experience
acquired by learning or by databases are currently more difficult to certificate. How-
ever, the good results obtained and the acceptance it deserved by the professionals that
have collaborated, foresee great advances in this field in the coming years. Much can be
done; however, the challenge is to achieve the required reliability that surgery requires.
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Fig. 10. Placenta’s surface reconstruction mosaics from the image sequences used in tests.

Assistance Strategies for Robotized Laparoscopy 495



References

1. Versius homepage. https://cmrsurgical.com/versius/Versius.html. Accessed 2019
2. RobSurgical Homepage. https://www.robsurgical.com/bitrack/. Accessed 2019
3. Ortmaier, T., Deml, B., Kübler, B., Passig, G., Reintsema, D., Seibold, U.: Robot assisted

force feedback surgery. In: Advances in Telerobotics, vol. 31, pp. 361–379. Springer,
Heidelberg (2007)

4. Choi, H.-R., Lee, D.-H., Kim, U., Gulrez, T., Yoon, W.J., Hannaford, B.: A laparoscopic
grasping tool with force sensing capability. IEEE/ASME Trans. Mechatronics 21(1), 1
(2015)

5. Trejos, A.L., Patel, R.V., Naish, M.D.: Force sensing and its application in minimally
invasive surgery and therapy: a survey. In: Proceedings of the Institution of Mechanical
Engineers, Part C: Journal of Mechanical Engineering Science, vol. 224, no. 7, pp. 1435–
1454 (2010)

6. Zemiti, N., et al.: Force controlled laparoscopic surgical robot without distal force sensing.
In: HAL Archives-Ouvertes (2015)

7. Zhao, B., Nelson, C.A.: A sensorless force-feedback system for robot-assisted laparoscopic
surgery. Comput. Assist. Surg. 1–8 (2019)

8. Xue, R., Ren, B., Huang, J., Yan, Z., Du, Z.: Design and evaluation of FBG-based tension
sensor in laparoscope surgical robots. Sensors (Switzerland) 18(7), 1–18 (2018)

9. Weede, O., et al.: Towards cognitive medical robotics in minimal invasive surgery. In: ACM
International Conference Proceeding Series (2013)

10. Muradore, R., et al.: Development of a cognitive robotic system for simple surgical tasks.
Int. J. Adv. Robot. Syst. (2015). https://doi.org/10.5772/6013

11. Padoy, N.: Machine and deep learning for workflow recognition during surgery. Artif. Intell.
Oper. Room 28(2), 82–90 (2019)

12. Aviles, A.I., et al.: Towards retrieving force feedback in robotic-assisted surgery: a
supervised neuro-recurrent-vision approach. IEEE Trans. Haptics 10(3), 431–443 (2016)

13. Giannarou, S., Ye, M., Gras, G., et al.: Vision based deformation recovery for intraoperative
force estimation of tool-tissue interaction for neurosurgery. Int. J. CARS 11, 929 (2016).
https://doi.org/10.1007/s11548-016-1361-z

14. Dong-Han, L., Hwang, W., Lim, S.C.: Interaction force estimation using camera and
electrical current without force/torque sensor. IEEE Sens. (2018)

15. Sayols, N., Hernansanz, A., Parra, J., Eixarch, E., Gratacós, E., Amat J., Casals, A.: Vision
based robot assistance in TTTS fetal surgery. In: IEEE-Engineering in Medicine and Biology
Conference (2019)

496 A. Casals et al.

https://cmrsurgical.com/versius/Versius.html
https://www.robsurgical.com/bitrack/
http://dx.doi.org/10.5772/6013
http://dx.doi.org/10.1007/s11548-016-1361-z


Suitable Task Allocation in Intelligent Systems
for Assistive Environments

Manuel Vinagre, Joan Aranda, and Alicia Casals(&)

Universitat Politècnica de Catalunya, BarcelonaTECH, Barcelona, Spain
{manuel.vinagre,joan.aranda,alicia.casals}@upc.edu

Abstract. The growing need of technological assistance to provide support to
people with special needs demands for systems more and more efficient and with
better performances. With this aim, this work tries to advance in a multirobot
platform that allows the coordinated control of different agents and other ele-
ments in the environment to achieve an autonomous behavior based on the
user’s needs or will. Therefore, this environment is structured according to the
potentiality of each agent and elements of this environment and of the dynamic
context, to generate the adequate actuation plans and the coordination of their
execution.

Keywords: System architectures � Cognitive systems � Tasks manipulation �
Semantic nets

1 Introduction

The increasing demand of assistive services due to the continuous aging population
carries with it a deficit on the availability of human resources able to cope with these
needs in the future. Assistive technologies are thus the potential solution to these
growing requirements of human welfare in an ageing population. By facilitating the
different assistive services to attend daily life tasks, this technology is expected to
increase the user’s autonomy and their own self-esteem. Looking at what technology
offers today, one can observe that technology in this area is quite diverse, ranging from
simple devices that help in communicating and in mobility, those which are currently
available, to more intelligent devices, as robotic systems capable of perceiving certain
environment conditions and dynamically adapt to their changes.

These more advanced systems differ in the way of managing the perceived infor-
mation. While reactive systems respond to stimulus or orders in an immediate manner,
deliberative systems perform an abstraction of the perceived information and do some
reasoning to provide a behavior adapted to every situation. Being those latter systems
able to achieve capacities closer to those of humans, they become of interest in assistive
systems since they allow increasing usability and efficiency.

When dealing with daily live activities, gesture and activity recognition aiming to
interpret the user’s will, or their needs, allows the generation of robot actuation strategies
in a proactive way [1, 2]. These proactive strategies may even require the interaction of
multiple robots, when more than one arm is needed to accomplish a given task [3]. At
present, many applications require the generation of intelligent environments from the
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combination and coordination of different technologies. Industry 4.0 is an example of
intelligent environment, which goal is the increase of automation, flexibility and scal-
ability of industrial settings. The advantages of this technology that provides companies
with the ability to quickly adapt to production changes are identified in [4], emerging
from here the concept of smart retrofitting. Other environments that are experimenting
significant changes are those related to surgery, which lead to the concept of surgery 4.0.
These new advances in surgical innovation, constitute a step forward in the progressive
implantation of Minimally Invasive Surgery (MIS). As explained in [5], the key factor is
the intelligent collaboration between assistant personnel, surgeons, and assistance and
autonomous systems in the Operating Room. The aim is to support decision making in
surgery, contextual assistance and surgical training. When referring to daily life, the
concept of Healthcare 4.0 appears too. In this context the efforts focus on the implan-
tation of intelligent services to support daily life therapies. In [6], an open code system is
presented aimed at generating an intelligent environment able to monitor the patient from
diverse sensors, analyze the obtained data and manage the actions to perform in an
intelligent manner through a complex events processor.

The increasing availability of intelligent systems and robots at home will make
them part of our daily life. Then, it will be necessary an adequate interconnexion and
coordination of all these systems to generate an adaptable and useful ecosystem. Thus,
the aim of the work is the development of methodologies that allow this coordination
through the design of a platform composed of intelligent agents, in a domestic
environment.

2 Intelligent Environments

The way to generate intelligent environments in any of the above ambits can follow
different methodologies. Those more frequently used are the implementation of cyber-
physic systems, multirobot environments and heterogeneous environments, which
combine the previous ones.

2.1 Cyber-Physic Systems

Most intelligent environments are composed of cybernetic means that process infor-
mation in the digital space by means of physical devices, which by means of sensors
and actuators acquire information and act on the real world. The so-called Cyber-
Physic Systems (CPS) integrate three fundamental parts: computation, communication
and physical control. They allow building environments that can exhibit multiple
actuation modes in function of the context through digital or virtual information and the
real world.

Internet of Things (IoT) is a kind of CPS where a connection is created between
objects and humans, processing information in real time. An example of an intelligent
assistive environment for elder is that presented in [7], which provides a fluid inter-
action between the user and the environment and the care givers.
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Although CPS allow a wide range of services, these services are mainly oriented to
the connection and communication through internet. In most IoT platforms, the
coordination of devices to generate services is pre-programmed, and the links between
inputs and outputs are stablished to generate some given behaviors.

2.2 Multirobot Systems

A Multirobot system (MRS) can be characterized as a set of robots operating in the
same environment, having been widely applied in different domains [8]. An MRS can
improve the effectivity of a robotic system, providing better performance in the exe-
cution of some tasks, more robustness and reliability, thanks to its modularity. This
happens not only when the robots have different functions, but also when they all have
the same capacities. However, most frequently robots are heterogeneous to exploit their
respective characteristics according to the tasks and thus, obtain more efficient solu-
tions, although this implies complex coordination strategies.

In this work, much attention is paid to MRS developments that operate in dynamic
environments, where uncertainness and unforeseen changes can occur due to the
presence of other external agents (for instance the presence of humans). Even con-
sidering uniquely the subset of MRS in assistive robotic applications, it is not easy to
identify a common frame for comparing the technical solutions known up to now [9].
This is a common phenomenon that occurs in other application domains, even easier to
specify, as shown for instance with the teams of Robot-Soccer in the RoboCup
competition.

An MRS cannot be considered simply as the generalization of a single robot
system, and the proposed approaches must be characterized in terms of how suppo-
sitions over the environment are established and how the system is internally organized
[10].

Among the most common problems of multi-robot systems, the focus of this work
is the design of new methods of tasks assignment, selecting the minimum number of
robots most suitable to perform a certain task [11].

2.3 Heterogeneous Systems

The combination of cyber-physical and robotic systems in an environment generates a
great added value. On the one hand, multi-robot systems can benefit from accessing the
resources provided by a CPS system, such as information from the environment and the
user. This allows robots to have more information to elaborate their decision processes
and more capacity of acting on the environment. For instance, if the CPS contains a set
of cameras in the scene and a software component that detects objects in it, then the
robot can use this information to locate a certain object that cannot be easily found
through its perception system. In another situation, if a given actuation requires that the
robot must access inside a refrigerator with automatic opening, the robot can take
advantage of this resource to access its content in a simpler way. On the other hand, the
CPS system benefits from the resources provided by the robot. For instance, the CPS
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system can acquire not available information from the robot scanning actions to areas
inaccessible by the CPS.

In the interrelation process between CPS and robotic systems different aspects must
be considered: communications protocol, interoperability method, information sharing,
modeling and capacity coordination, among others. One of the fields that stands out in
the development aid of this type of systems is robotics in the cloud. In this field cloud-
based technologies are investigated in order to give the robots access to digital
resources. The most relevant advantages of this type of systems is the access to
computing resources as servers for data analysis or big data and flexible data storage
resources. Now, a new paradigm pursues the convergence of cyber-physical and
robotic systems, the Internet of Robotic Things (IoRT). This paradigm is based on three
fundamentals fields: IoT, robotics and cloud computing.

3 Architecture Design for Intelligent Environments

To assist people efficiently and user-friendly, an intelligent environment architecture
has been designed based on different devices, which can be sensors, actuators, appli-
cations or robots (Fig. 1). This platform has been implemented and tested within the
project AURORA, with the aim to create services in a dynamic way in healthcare
settings.

This platform offers different features. The first is the connectivity and management
of devices in the environment. The second is the modeling of devices from a general
model that contains their relevant information as their capabilities. Third, a modeling of
the environment describes its state which is used as context information. There is also a
dynamic service generator that depends on the capabilities of available devices and on
the context. Then, the assistive services available at a certain time are presented to the
user through an interactive interface. Once the user demands for a specific service, or a
pro-active service is offered and accepted, the platform controls and monitors its correct

Fig. 1. Experimental platform
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execution. The platform is composed of three main modules: the module of knowledge
management, the module of devices’ abstraction and the module of services.

The knowledge management module is responsible for maintaining all the infor-
mation about the environment status and the relationships and rules between the dif-
ferent elements. This information is stored in classes and instances in ontological
models using OWL (ontology web language). For this module, the knowledge pro-
cessing system developed in the KnowRob project is used [12]. It provides mecha-
nisms of storage and recovery of actions, objects, processes, events, properties and
relations. The knowledge of agents’ capacity is established as a property owned by
actors, which represents the possibility to perform a certain task. Capabilities are
structured hierarchically from two basic abilities: information and operation. At
functional level, this module is responsible for the knowledge of the 3D model of the
different objects and the dynamic model of the environment.

The device abstraction module manages all existing devices in two layers: an
interconnection and a modeling layer. The first layer is responsible for handling
communications between all devices using ROS middleware (Robotic Operating
System [13]. To build a heterogeneous system, a communication from ROS to the
Open-Hab platform is used. Open-Hab is a platform for the interconnection of smart
devices (IoT).

Above this layer, the device modeling layer contains a definition of the types of
devices and their capabilities. These definitions are managed considering the infor-
mation provided by the knowledge management module. At functional level, this
module allows the interconnection of the actors: control agents, interface agents and
recognition and location agents.

The service module handles the definition, updating, progress and achievement of
services. Contextual information is managed in a similar way to [14], with the adap-
tation of the concept of skill as a quantifiable unit of a service. The services are then the
result of the planning through the composition of different possible skills depending on
the state of the environment and the capabilities of the actors. These skills have as
objective to fulfill a service and are evaluated by a factor of competence of the skill.
This factor is calculated by the evaluation of each skill and the available capability.
These evaluations are calculated under the current context conditions.

We distinguish between three different types of evaluation functions. First, those
related to actions that modify the environment. For example, there is an evaluation on
the manipulation of objects depending on its shape, performed action and environment
status. Second, functions for evaluating actions addressed to the user, mainly skills and
abilities of person-robot interaction. And third, those that assess the acquisition of the
information about the state of the environment and the user, as well as its interpretation.

4 Implementation

4.1 Hardware

An experimental platform has been implemented to validate the architecture. This
platform emulates a kitchen living environment with the automation of different
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devices. A table surface with an induction cooker, an automated water tap of a sink, a
cabinet and a refrigerator equipped with a motorized system for opening/closing doors.
Two 3D cameras cover the whole environment and a user interface allows the inter-
action with the environment from an interactive graphical interface to select elements
of the environment and trigger the actions necessary to achieve the proposed
objectives.

To support actions over the environment, the system counts on three robots with
very different and complementary features: a Cartesian robot hanging on the ceiling
(CAPDI), a second double-handed robot for complex manipulation operations
(BAXTER) and a single robot arm over the table surface (MICO).

The implementation of the proposed control strategy is summarized in Fig. 2. This
figure shows the agents currently incorporated and in attenuated mode the possibility to
add new agents.

4.2 Multi-robot Task Allocation System

In the setup considered in this work, the team of robots have different architectures.
They coordinately assist a disabled user performing daily tasks in a kitchen. Several
task levels can be considered. The first level is constituted by the high-level tasks, or
services, such as “making a coffee” or “pouring a glass of water”. These types of
actions are those that will most likely be triggered by the user through a user-machine
interface. These services or goals are compound or even complex tasks which require

Fig. 2. System architecture showing the main physical components, the agents, and the modules
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the execution of various sub-tasks. For instance, “pouring a glass of water” will require
(1) to fetch an empty glass, (2) to grasp a bottle of water, (3) to pour water from the
bottle into the glass. These lower level tasks can themselves be decomposed into sub-
subtasks such as “picking the glass from its location”, “placing the glass at a given
location”…

The services are decomposed into a precedence graph of simple or elementary
tasks by means of preprogrammed receipts considering some ordering constraints.
These tasks must be allocated to the convenient agent at any time, permitting the
services to overlap in time, by starting one service even before others finish. Every task
will be assigned considering three constraints: capability, capacity and precedence.

The Multi-Robot task allocation problem can be stated as:

Finding an optimal allocation A of a set of tasks T to a subset of robots R, that will
be in charge of carrying it out: A: T ! R

The implemented solution is based on an iterated multi-robot auction process
inspired in the work by [15] conveniently modified for our precedence-constrained task
scheduling. Despite certain drawbacks, auction-based methods are indeed the most
appropriate to work with heterogeneous teams, since they are the most suited to
consider the different capabilities [16]. The optimization objective will be to minimize
the make span, i.e. the total schedule duration.

In the proposed solution, the tasks are scheduled in batches. It is assumed that in
each batch, the tasks are pairwise independent. This enables to schedule every task of a
batch without considering the scheduling of the other tasks in the same batch. Batch
selection is performed by the auctioneer, which takes as input the precedence graph
defined by receipts. At each iteration, it selects the tasks that have either no predecessor
or which predecessors have all been scheduled.

Once the batch of tasks to auction has been selected, it is broadcasted to all bidders.
To take into account heterogeneity, McIntire’s solution is modified by adding the
following step: before computing the bid for a task, the robot evaluates if it can be done
with respect to its capabilities. Each robot then computes a bid for each feasible task in
the batch and for each possible position in its current schedule. The best result of each
robot is sent to the auctioneer, which selects the best “offer” and communicates the
winner to the robots. The winner updates its schedule and all participants remove the
assigned task from the tasks to be auctioned. The process is repeated until all the tasks
from the auctioned batch have been scheduled.

The task schedules generated in this way are represented using Simple Temporal
Networks (STN), introduced in [17]. STNs are data structures similar to graphs, in
which nodes symbolize events and edges symbolize timing constraints on the events.

Notice that in this stage the system follows the decompose-then-allocate paradigm,
in which the services are decomposed into tasks that are then allocated optimizing
duration under capability, capacity and precedence criteria. However, before task
execution, the allocate-then-decompose approach will be used, in which the tasks
assigned to robots can be decomposed locally using a spatial 3D suitability function.
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4.3 Supervising and Optimizing Robot Capabilities

Once all tasks have been assigned to each agent, an assessment of the best execution by
means of the degree of adequacy of the capabilities of each agent is calculated over the
workspace. For that, there is a common data structure of the workspace for general
coordination and management. This data is a 3D map represented by the voxelization of
the workspace volume and a given value for each voxel (workspace map). One is the
occupancy map that provides the occupancy of the workspace that includes static ele-
ments loaded from the pre-known CAD of the environment and dynamic elements that
are updated in real-time from the processing of the images provided by the different.

After the task allocation has been stablished, the implemented evaluation of
capacities and abilities aims to be spatially evaluated on each action. To achieve this
objective, a spatial three-dimensional suitability function is used, calculating for each
free agent a suitability value in each voxel of the workspace map using Eq. 1.

Ua x; y; zð Þ ¼ 1
n

Xn

i¼1

pi x; y; zð Þ ð1Þ

where a is the evaluated agent, and pi a function based on the capabilities of each agent
given by quantitative and qualitative parameters. Those quantitative that have been
considered initially for the validation of the proposed strategy are shown in Table 1.

The qualitative parameters introduced as indicators of the quality of the task per-
formed by each agent, in this case robotic arms, are shown in Table 2.

Table 1. Quantitative parameters

p1 ¼ Pmax�Prð Þ
Pmax

Load margin around workspace. Pmax is the load capacity of robot
and Pr is the load of the object to be manipulated

p2 ¼ 1� Ti�Tminð Þ
Ti

Execution speed factor. Measured from the origin of the trajectory to
each intermediate point of the trajectory

p3 ¼ 1� 1
dmin þ 1

� �
Accessibility to the operating point. Where dmin is the distance to a
singularity of the articulation, which represents a minimum among all
of them

p4 ¼
hmax�hrð Þ
Pmax

Grasp capacity, where hmax is the opening value of the end effector,
and hr the opening resulting from prehension

Table 2. Qualitative parameters

p5 ¼ 1� Vppmax

Vpp
Smoothness of task execution
The value Vpp, is the mean value of the peak values of the frequency
signal generated by an accelerometer located at the end effector of each
agent, in each path. Vppmax is the maximum value from the signal along
the entire trajectory

p6 ¼ 1� Cmax
Cr

Ease of manipulation throughout the completion of each task, in which
C rf g is the pair made by the last articulation of the kinematic chain of each
robotic arm, and C maxf g the maximum admissible torque
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The action will switch to the free agent with the maximum suitability in the
workspace map from a predefined trajectory of the actual action. Since performing this
process can lead to excessive segmentation and transfer of tasks between agents, a
hysteresis factor is introduced in the allocation change algorithm.

5 Performance Evaluation

The performance of the system architecture has been tested with a given problem in
two simulated scenarios, similar to the real one. These simulations involve modifica-
tions and physical constraints with the objective of testing the system performance.

The conditions of the first simulation are slightly different from the implemented
setup. We consider the case where the kitchen is equipped with one CAPDI robot and
three, instead of one, MICO arms. This enables to test more demanding scenarios, as
well as to evaluate the possibility of parallel task execution, which is rather limited in
the real Aurora setup. In the rest of this subsection, the three MICOs will be identified
as “M0”, “M1” and “M2”. This arrangement, which can be seen in Fig. 3 enables to
reach both cupboards to store objects and to create parallelism.

In order to evaluate the interest of having two MICOs on the left side of the table,
the second simulation is carried out on the same scenario but without M1.

Given both simulations, the following problem is presented to the system: food
items from a box must be unpacked, and each item must be stored to its place. The
robots must store six items: Sugar (green box) and coffee (brown box), to be stored on
the shelves of the left cupboard. A tomato sauce can (in red) and pasta (in blue), to be
placed on the shelves of the right cupboard. A carton of milk (in pale yellow) and a
bottle of juice (in orange), that must be stored in the fridge (see Fig. 4).

Fig. 3. Evaluation scenario
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Some of the tasks can be performed by several agents, while others can only be
achieved by one of the team members, depending on the agent’s capabilities and
reachable workspace. The precedence graph is represented in Fig. 4. Each task is
represented by a circle divided into two: in the upper half is the action type, and in the
lower the associated object. The global precedence graph is composed of six discon-
nected branches which can operate in parallel. The bold number at the left of each
circle indicates the task index. For every task its duration is known (sec.), the object,
initial and final point (if needed), and other internal parameters needed for task exe-
cution (Table 3).

The output schedules obtained for the proposed problem and for each simulation
are shown in Table 4. The first column of each table presents the task ids in ascending
order with respect to their start times. For each task, its start and finish times are
specified along with the agent to which it has been assigned. The make span is indi-
cated in bold; for all cases, it corresponds to the finishing time of the last task to be
started.

This result obviously presents a different task distribution and task sequence. In the
first simulation, CAPDI has only three tasks to complete, those of bringing the pasta
and tomato sauce to the other side of the table and that of bringing the milk to the
fridge. In the second case, CAPDI is also in charge of bringing the juice to the fridge,
while M1 is not present so all tasks must be assigned to other robots. M0 oversees the
rest of tasks previously assigned to M1, since M2 performs the same tasks in both
cases.

Comparing the two variants, results are as expected: the make span is 41% longer
with one robot less. This is due to the fact, visible in the task distribution of the first
variant, that M0 and M1 work in parallel most of the time.

Fig. 4. Task precedence graph
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The improvement of the quality has been applied in both simulations. From the
variant of four robots, task 9 was assigned only to robot M2, but it has been replaced by
a shared task between robot M1 (free) and M2. The position of the pasta placed by
CAPDI in task 8 gives a suitability of UM1 ¼ 0:8 and UM2 ¼ 0:6 mainly due to a better
accessibility and easiest manipulation in the workspace. When M1 carries pasta to right
direction at the middle between both robots, M1 places pasta and it is picked by M2
because it has a major suitability mainly due to zero accessibility of M1 to reach the
right cupboard.

Table 3. Task list definition

Id Type Duration(s) Object Surface

0 8 30 sugar Table
1 0 30 sugar lower left cupboard
2 8 30 coffee table
3 0 30 coffee middle left cupboard
4 8 30 tomato Table
5 0 45 tomato Table
6 0 30 tomato middle right cupboard
7 8 30 pasta Table
8 0 45 pasta Table
9 0 30 pasta middle right cupboard
10 8 30 milk fridge
11 0 30 milk fridge
12 8 30 juice fridge
13 0 30 juice fridge

Table 4. (a) Output schedule for simulation 1 and (b) Output schedule for simulation 2

(a) (b)  
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In the second simulation, task 8 firstly allocated to CAPDI it’s finally shared
between robot M0 (free) and CAPDI. This is due to the less suitability of CAPDI to
reach the pasta in the position placed after it has been removed from the box. M0 has a
better execution speed and smoothness for the task, so, it translates pasta towards the
center of the kitchen until UCAPDI [UM0:

6 Conclusion

When dealing with different kind of agents that collaboratively should perform a task,
an adequate management of all the resources considering the capabilities and abilities
of the agents, the state of the elements in the scene and the sequence of actions should
be considered. This work has been addressed to formalize a methodology that allows
considering all the involved elements to stablish the sequence of actions and the
allocation of the robot assigned to each action. Then, the methodology has been
evaluated on slightly modified scenarios of a robotized kitchen.

Acknowledgments. The work has been developed in the frame of Project RTC-2015-3926-1,
from MINECO and with Feder funds.
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Abstract. In the last decades, there is a growing in the use of UAVs
for inspection applications due to their maneuverability, flexibility, and
efficiency. UAVs can be used for regular inspections to verify deformities,
reconstruct 3D spaces, and mapping through aerial photogrammetry. An
important aspect when inspecting buildings and structures is to cover the
entire structure as efficiently as possible. Some applications, such as the
inspection of electric power generation facilities, demand security con-
straints to ensure safety in their big structures like slopes and dams.
Those inspections will be repeated regularly to ensure that changes in
the structures are not occurring over time. The determination of the opti-
mal path planning for those structures can be quite complex. This is due
to the presence of obstacles and safety restrictions, such as high voltage
power lines, transformers, and water outlets that will be present and can
not be modeled previous to the first inspection. Thus, these initial inspec-
tions are performed manually by a skilled operator. However, this first
path is performed without considering mission time and optimal trajec-
tory. Therefore, this research work proposes a methodology to maximize
coverage inspection trajectories generated manually. The results proved
the algorithm capacity of optimizing trajectories performed manually by
an operator.

Keywords: Optimized Path Planning · Inspection · Surface
Deformation Analysis · Unmanned Aerial Vehicle

1 Introduction

Electric power generation facilities have large structures, such as slopes and
dams, that are subject to forces and wear, which demands inspection periodically
to ensure security constraints and safety. Large and complex structures like these
can be challenging to access and inspect and are best surveyed from the air. In
this sense, in recent years, due to the development in the Unmanned Aerial
Vehicle (UAV) capabilities, the use of UAVs for regular inspections to verify
deformities is increasing. As an example, in the work [9], the authors presented
c© Springer Nature Switzerland AG 2020
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a UAV application to perform assessment and inspection of large structures.
Another use is in [2]. The images acquired by the UAV are georeferenced by
markers installed in the inspected structure to increase the inspection reliability.
A critical part of the cited works is the proper path planning to provide reliable
information. The path planning has to be efficient and also provide enough
information for the analysis required. Thus, different from those cited works,
this research focus on optimizing coverage path planning for slopes and dams
inspection.

Path planning is an active topic in robotics and refers to find an optimal route
of a moving object from the starting to a final point under certain constraints
[1]. Coverage Path Planning (CPP) is a significant issue in many branches of the
robotics field. CPP is the task of determining a path that passes over all points
of an affected area. Several applications in the robotic field are variations to the
problem of finding optimal paths. For example, [6] showed an implementation of
the watchman route problem to find CPP solutions. Other applications applying
CPP can be found in cleaning robots [13], underwater inspection [16], mining
robots [10], among others.

Besides finding a solution, other requirements are also crucial for CPP. In
some cases, distance minimization, energy usage, mission time, or other param-
eters are essential, and must also be optimized. For example, the work of [3]
proposed an energy-aware CPP algorithm that generates optimal sub-paths con-
sidering photogrammetric requirements and estimates feasibility for the UAV
energy constraints. In [7], a different approach is presented where the two objec-
tives are optimized. The first objective is to find a given target in a coverage
problem. The second one establishes a communication link. Despite the good
results, both works are limited once they consider that the path provides cover-
age only to a 2D surface.

In the topic of 3D structures inspection, it is not always possible to obtain
an accurate model of the area to be inspected previous to the activity, making
it challenging to generate safe trajectories beforehand. In some scenarios, such
as populated areas, in spaces close to machinery and flammable material, this is
very critic, and an incident may cause serious health, environmental or financial
impacts. In this sense, the first inspection of this kind of area has to be performed
by a trained operator. In this context, this research proposes a methodology
to optimize trajectories generated manually or through autonomous navigation
methods for extensive scale surfaces inspection. The proposed methodology is
relevant to complex scenarios that have to be inspected cyclically, and it may
contain multiples deformations along the path. This approach allows a trained
operator to perform a first inspection covering relevant parts of the inspection.
Then, the optimized path can be latter automatically repeated if there are no
changes in the obstacle positions. The main contributions of this work can be
summarized as follows:

– An optimized approach to provide qualified information for inspection and
3D surface reconstruction for slopes and dams;

– Efficient methodology to optimize coverage path planing applied in 3D
structures;
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The remainder of this research is organized as follows. Section 2 details the
methodology and its foundations for large structures inspections. Section 3 shows
the proposed experiments with a proper discussion of the results. The concluding
remarks and future works are conducted in Sect. 4.

2 Proposed Methodology for Large Structure Inspection

The main objective of this research is to provide a method of optimizing CPP
trajectories. These trajectories aim at capturing images using a UAV. Those
images are used for a 3D reconstruction. Thus, it is necessary that the UAV be
able to obtain enough photos with a proper overlap to generate the required
dense point cloud data. Also, the final mission must be able to be reproduced
several times with similar characteristics of the first flight to maintain the qual-
ity of Point Cloud. A common objective to optimize flight parameters such as
power usage, the safety of maneuvers, and flight times. Figure 1 presents a global
overview of the proposed methodology. Through the waypoints and distances col-
lected from the first flight (i.e., manual flight), the Convex Hull algorithm [8] is
used for choosing a set of all the waypoints acquired in the manual mission to
smooth and ease the optimization of the mission. Then, the original data, along
with the boundary determined by the Convex Hull algorithm, is feed into an
optimization algorithm (i.e., Bat algorithm). This algorithm will determine the
optimal path that covers all inspected location. This algorithm has the goal to
optimize a multi-objective function involving variables such as inspection time,
area, among others. The output is a new set of waypoints and orientations that
can be executed to perform subsequent inspections.

Fig. 1. Proposed methodology.

2.1 Problem Formulation

An essential aspect of the CPP algorithm is the overlap between pictures. This
overlap is a requirement once a point has to appear in at least three images
to have its position adequately calculated. There are two types of overlap, in
this case, i.e., horizontal and vertical ones. The horizontal movement is defined
through the points chosen by the convex hull. The minimum distance between
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them is defined as (Dmin). At each point, a vertical mission is defined going
from a minimum (hmin) to a maximum height (hmax). The size of each image
depends on the distance of the UAV to the surface (DistH), and the camera
opening angle (θhor), as shown in Eq. 1, where the horizontal distance to the
surface is defined by (Disthor).

tan(
θhor

2
) =

Disthor

2DistH
(1)

The horizontal coverage rate (Coveragehor) is given by the ratio between
Disthor and Dmin as presented in Eq. 2.

Coveragehor = 1 − Dmin

Disthor
(2)

The vertical dimension (Distvert) of each image also depends on the dis-
tance of the UAV to the surface (DistH) and the camera opening angle (θvert).
Equation 3 shows this dependency.

tan(
θvert

2
) =

Distvert

2DistH
(3)

Equation 4 shows that the vertical offset (OffsetV ert) depends on the quan-
tity of waypoints in the vertical mission (Nway−vert), minimum height (hmin)
and maximum height (hmax).

Offsetvert =
|hmax − hmin|

(Nway−vertl + 1)
(4)

The vertical coverage rate (Coveragevert) is given by the ratio between
Distver and Offsetvert as in Eq. 5.

Coveragevert = 1 − Offsetvert

Disthor
(5)

Figure 2 illustrates the schematic of the problem. It demonstrates all values
used in the equations. Figure 2(a) shows the vertical (Distvert) and horizontal
(Disthor) distances besides their respective equipment viewing angles(θvert and
θhor) along with the surface distance (DistH). Figures 2(b) and (c) demonstrate
the horizontal and vertical covers, where each UAV represents the equipment at
different respective times.

The mission time (Tmission) considers that the UAV hovers for a short period
in each waypoint to take pictures and the displacements between them. This time
depends on the number of horizontal waypoints (Nway−Hor), which is related to
Dmin, the number of vertical waypoints (Nway−vert), and the speed of the UAV
(V elUAV ), as presented in Eq. 6. The goal is to make the mission time closest
to UAV’s battery time with a safety margin (i.e., to return to the start point or
land).
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Fig. 2. Problem schematic.

Tmission =
Distancehor + (|hmax − hmin|)Nway−hor

velUAV
+ Tshot(Nway−vertNway−hor) (6)

The parameter Distancehor is the distance of the course delivered by the
convex hull algorithm, while Nway−hor is the number of points with distance
Dmin between them. The variable Tshot is the time that the UAV hovers to take
photos. The two proposed objectives have the following optimization variables:
(1) Minimum distance between points (Dmin); (2) distance to surface (DH); (3)
number of vertical waypoints (Nway−vert).

Considering Dmin, the coverage objective will tend to decrease this value.
However, this decrease generates many Nway−hor, which may increase the mis-
sion time. Thus, an increasing in DH tends to increase the coverage rate but
decreases mission time. In this case, a proximity factor must be added so that
the equipment is closer to the surface, respecting a safety margin, and improving
the image resolution. In the case of (Nway−vert), the coverage goal will increase
the number of vertical waypoints, increasing the total UAV hover time for cap-
turing photos. These three values will be optimized for the UAV coverage path
planning optimization.

2.2 Coverage Path Planning Optimization

In the context of mobile robot navigation, the best path is the trajectory that
presents the shortest length and traveling time between the start and final posi-
tions. Metaheuristic techniques have been satisfactorily applied in a wide range
of applications [11]. A sub-group of metaheuristic algorithms employs methods
based on biological systems, i.e., computational techniques that are inspired by
how problems are solved in nature. For example, the Bat Algorithm (BA), devel-
oped by Yang in [17], is inspired by the echolocation behavior of micro-bats. This
algorithm has superior accuracy and efficiency compared to Genetic Algorithm
(GA) and the Particle Swarm Optimization (PSO) [5]. The problem described
in this research work, besides the best path, has a few characteristics about
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the surface 3D reconstruction, such as coverage rate and distance to the sur-
face. Considering that the surfaces have convex shapes or closer convex shapes,
the Convex Hull algorithm returns a mission with safety, avoiding contact with
the explored surface in the aspects of coverage and equipment. This mission
was implemented for 3D mapping approach to obtain models of semi-structured
environments, such as partially destroyed buildings [14]. The optimization of
the task will be performed by using the BA algorithm considering the points
delivered by the Convex Hull algorithm.

Bat Algorithm. The standard BA has many advantages, and one of the key
benefits is that it can provide very fast convergence at a very initial stage by
switching from exploration to exploitation. Among the first set of applications of
BA, the continuous optimization in the engineering context has been extensively
studied, which demonstrates the potential of BA dealing with highly nonlinear
problem efficiently [18,19]. As shown in Eqs. 7, 8 and 9, each bat is associated
with a frequency fi, velocity vt

i and a location xt
i, at iteration t, in non dimen-

sional search or solution space. Among all the bats, there exists a current best
solution x∗. Therefore, the above three rules can be translated into the updating
equations for xt

i and velocities vt
i , where β is a random number of a uniform

distribution in [0,1].
fi = fmin + (fmax − fmin)β, (7)

vt
i = vt−1

i + (x∗ − xt−1
i )fi, (8)

xtemp = xt−1
i + vt

i (9)

Initially, each bat is randomly assigned with a frequency in which is drawn
uniformly from [fmin, fmax]. For this reason, the BA can be considered as a
frequency-tuning algorithm that provides a balanced combination of exploration
and exploitation. The loudness and pulse emission rates offer a mechanism for
automatic control and auto-zooming into the region that presents reasonable
solutions. The bat location is a vector with three positions that can be defined
as in Eq. 10.

[Dmin,DH , Nway−vert] (10)

where Dmin ∈ R
+, DH ∈ R

+ and Nway−vert ∈ N. The fitness function of
each bat is given by the sum of three Gaussian, as defined in Eqs. 11 and 12.

FitnessTime = 1000 ∗ e((−(TMission−TDesired)
2)/8) (11)

FitnessCoverage = 200 ∗ e((−(Coverage−CoverageDesired)
2)/0.2) (12)

where TDesired and CoverageDesired are the desired mission time and the
desired coverage for the mission, respectively. These functions were chosen to
approximate the highest fitness points of the desired point. Besides, for times
higher than the desired one, they could have problems regarding mission safety,
and in this case, the fitness is divided by 10. The values 1000 and 200 were
chosen to identify the most critical mission objectives. In this case, they are the
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choice of time to avoid accidents with the UAV. The relationship between these
values shows the importance to choose the best bat.

For each bat, a value of the sound amplitude is given initially as 1. If the
random value is less than the sound rate, i.e., rt

i like Eq. 14, then, the algorithm
goes through the local search, where a small perturbation is performed on a
temporary bat. This value is linked to the global algorithm search, where the
bat is only updated if Personal Fitness is more significant than before or if a
random value is less than this amplitude, such as in Eqs. 13, 14 and 15.

xt
i = xtemp (13)

rt
i = 1 − e−λt (14)

At
i = αAt−1

i (15)

The variables α and λ are the sound amplitude decrease rate and the increase
rate of the pulse emission, respectively. After all the process of local and global
search phases of the bats, a new best bat is chosen with the best fitness among
them all. The stopping criterion is the algorithm number of iterations.

3 Methods, Results and Discussions

The simulation environment was designed in the ROS framework using the soft-
ware Gazebo to show the proposed method effectiveness. All the code was imple-
mented using the programming language Python. A semi-circular was designed
to be the inspected structure, once it requires a more complex 3D movement
to be performed by the aircraft. Figure 3(a) and (b) show the structure created
in simulation and its real representation, respectively. Note that this structure
also mimics the external surface of a dam. A few extrusions were added to the
structure surface to allow the comparison among the inspections and the original
model.

The UAV used in the simulation is the Hector Quadrotor, proposed by [12].
For the sensor, it was used a 640 × 480 pixels camera pointed in the front direc-
tion of the UAV. In this sense, the UAV heading is the same as the camera
orientation. Two steps were performed to show the algorithm effectiveness. In
the first step, the structure was manually inspected using an XBOX controller.
This manual inspection was performed by the operator to capture the relevant
details of the structure. After this step, the path was optimized using the pro-
posed methodology. Then, the algorithm uses this path to perform a second
inspection in the structure, where the trajectory is used as waypoints to control
the UAV. A 3D reconstruction using COLMAP library [15] was applied to both
sets of images verifying the equivalence of the 3D reconstructions. The effective-
ness of the reconstruction was verified in a real environment. For this, a Phantom
4 quadcopter was used [4]. The first inspection was performed manually by an
operator with the objective of a 3D reconstruction, which is used as a basis for a
comparison to allow the analysis of the deformations in the structure over time.
After that, the path was optimized using the proposed method. The structure
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Fig. 3. Inspected structure. (a) Simulation (b) Real environment

was inspected again using the optimized waypoints and control software in a
smartphone.

As previously explained, the first part of the experiment is the manual inspec-
tion of the area.It is possible to note that the path in this first inspection is not
very stable, or efficient, which can be explained by the dependence on the opera-
tor ability to perform spacial location.After the manual flight, the methodology
uses the optimization algorithm. The algorithm performance was evaluated vary-
ing the bat population. For this test, it was performed 50 optimization exercises
for each number of bats to compute the mean and the standard deviation, as
shown in Fig. 4. The initial bat population ranges from 0 to 20 randomly for each
execution. Table 1 gives the values of the simulation constants. The parameter
Tdesired was chosen to maintain the flight safely, once the battery time is around
25 min (1500 s). Besides, the coverage was selected to have a balance between the
image reconstruction and not to prevent the flight time, since very high coverage
will lead to many points with redundancy and the aircraft displacements would
be minimal.

Table 1. Simulation constants values.

Variable Value Variable Value Variable Value

α 0.8 Tdesired 1200 s hmin 0.5 m

λ 0.01 Coveragedesired 0.6 hmax 25 m

θvert 50◦ θhor 120◦ V elUAV 3 m/s

Figure 4 presents the algorithm performance considering three objectives:
time, vertical, and horizontal coverages. Note that the accuracy of the responses
increases when the number of bats is high, as can be seen with decreasing stan-
dard deviation. Thus, although they are conflicting objectives, the BA behaves
well in the search for solutions space for this problem. The optimized trajectory
was performed using the Gazebo simulator.
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Fig. 4. Bat algorithm performance varying the number of bats.

After the simulation results, the next step is an inspection using a real UAV.
Figure 5(a) and (b) present the 3D reconstruction and the path, respectively.
The path performed is not optimized because the trajectory uses the operator
experience instead of any efficiency parameter. Figure 6(b) shows the optimized
path for the inspection, which is a shorter path, but similar enough. The resul-
tant reconstruction is in Fig. 6(a). Note that the detail level is similar enough.
A drawback for the manual inspection, is the dependability on the operator
prior knowledge, i.e., its experience and ability to control the UAV. Besides,
the operator can pass points of interest for the mission, causing issues for the
3D reconstruction. Another big challenge for manual inspection is to make the
mission reproducible. An advantage of an optimized mission is the guarantee of
enough space among the waypoints, the desired coverage characteristics, and the
guarantee of mission reproducibility.

Fig. 5. Manual inspection. (a) Inspection reconstruction. (b) Trajectory.
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Fig. 6. Optimized inspection. (a) Inspection reconstruction. (b) Trajectory.

4 Conclusions and Future Work

This research proposed a methodology to maximize coverage inspection trajecto-
ries that are generated manually. The manual flights are performed by an opera-
tor that covers relevant parts of the inspection. The proposed method optimizes
this path to ensure optimal energy usage while also ensuring minimal coverage
and adequate flight speed in offline mode. The results proved that the algo-
rithm optimizes trajectories manually acquired in simulated environments.The
use of simulation software is indispensable for mission reliability and can explore
aspects that mission in equipment could generate losses, such as surface approach
and UAV speed. A few extensions are foreseen for future works. First, the pro-
posed methodology will be tested in different real environments. Besides, it is
also intended to expand the number of cases and obstacles. Other improvements
are also expected to improve the algorithm, such as the consideration of energy
consumption related to the different paths.
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Abstract. This paper studies the swimming and control effectiveness
of a 4-link artificial eukaryotic flagellum (AEF) swimming microrobot
through hardware-in-the-loop (HIL) experiments, which are executed in
an environment characterized by high mechanical stress. The tested HIL
experiment consists of a simulator of the robot, developed in the MAT-
LAB/ Simulink environment, and a microcontroller Atmel ATmega32u4,
where the control of the robot is programmed. Data exchange between
the simulator and microcontroller is carried out through serial protocol
via universal asynchronous receiver-transmitter (UART). For comparison
purposes, two control strategies, namely fractional order proportional-
derivative (PDµ) and integer order proportional-integral-derivative
(PID) controllers, are considered for the robot to emulate a non-
reciprocal motion. Two types of these controllers are implemented and
evaluated.

Keywords: Control · HIL · Microswimmer · Robot · Simscape ·
Simulink · Non-reciprocal motion

1 Introduction

Technology advances at micro and nanoscale are promoting recent research in
the field of robotics. For example, microrobots are receiving much attention in
the last years due to the access to small spaces down to the micro scale, such as
inside the human body by making existing therapeutic and diagnostic procedures
less invasive [10,16], and the manipulation and interaction with tiny entities of
the environment [4–6,17,22].

However, working at micro and nanoscale involves a great number of
challenges, among which is worth noting the investigation of new fabrication
techniques, ways of propulsion, supply power, and control. Likewise, the
principles governing the design of such scale robots rely on the understanding of
microscale hydrodynamics, which implies to navigate into spaces at low Reynolds
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 524–536, 2020.
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number (Re), i.e., environments dominated by viscous forces; thus, conventional
actuation principles do not work. A review of the theoretical framework for
locomotion at low Re can be found in [12,21].

The analysis of the swimming geometry, as well as ways of generating
non-reciprocal motion, have been extensively addressed in the literature
from different perspectives [2]. Currently, the main tends are based on the
generation of planar waves by means of an eukaryotic flagellum, which can be
approached with several methods: (1) by distributed actuation [1,11,15,25], (2)
by two-point actuation [9,18], and (3) by single-point actuation with absorption
of the reflected wave [9,18] or with a non-uniform distribution of mass [14].
Nevertheless, the control strategies applied to the flagellum actuators for the
generation of an adequate non-reciprocal motion have been left aside.

In our previous works [24,25], a comparative study was performed to evaluate
how different motion waveforms and control strategies improve locomotion
of a 4-link swimming artificial eukaryotic flagellum (AEF) microrobot at
low Re environments, using fractional and integer definitions for waveforms
and control. Before testing the control on a microrobot prototype in a real
environment, a hardware-in-the-loop (HIL) testbed is built in this paper based
on the simulator of the AEF microrobot developed in the MATLAB/Simulink
environment [25]. The objective is to validate the control strategies proposed
in [24] in a more realistic way rather than only in simulation, and this will
allow us to find out possible bugs on digital implementation and the limitations
of control system hardware. This testbed will also assess the swimming
performance of the microrobot for compliance with the specifications under
all possible circumstances, avoiding all the drawbacks that involve the use of
a real prototype, such as costs, time-consuming implementation, and certain
inflexibility [23].

The remainder of the paper is organized as follows. Section 2 describes the
characteristics of the environment and different kinds of propulsion waveforms
for swimming robots. Section 3 gives the details of the HIL testbed built for
the 4-link swimming robot. Section 4 addresses the control of the robot required
to emulate a non-reciprocal motion within low Re environments. Experimental
and simulation results are given and discussed in Sect. 5. Finally, conclusions
and future works are drawn in Sect. 6.

2 Background

This section describes some details of the hydrodynamics of swimming robots
within low Re environments and other considerations needed to understand the
effects of microscopic scale at macroscopic level. It also describes the kinds of
motions that allow swimming in such environments.

2.1 Hydrodynamics

Hydrodynamics of macroscopic swimming robots is governed by the
Navier-Stokes equation. For an incompressible fluid, it is defined by the following
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expression:
∂V

∂t
+ (V · ∇)V − μ�

ρ�
∇2V = − 1

ρ�
∇P + F (1)

where t is time, ρ� and μ� are fluid’s density and dynamic viscosity, respectively,
V is the velocity vector, P is pressure, and F represents other external forces.
This equation is only suitable for regimes with high Re, which means that the
inertial terms are far higher than viscous terms. This indicates that robots,
within such environments, are based on inertia to swim.

However, viscous forces predominate over inertial at small scale (from milli
to micrometers), which results in low Re and, thus, swimming robots experiment
different hydrodynamics. For this regime, the two first terms on the left of (1)
are neglected, and it is reduced to Stokes’ equation. The hydrodynamics defined
by Stokes’ equation indicates that the change of velocities does not produce a
propulsion motion. Therefore, a non-reciprocal and irreversible in time motion
is needed to swim [16,20].

To obtain a low Re behavior at macroscopic scale, all variables involved have
to be scaled through this dimensionless parameter. Taking into account that Re
can be mathematically expressed as:

Re =
ρ�V L

μ�
, (2)

setting the size of the robot (L), a fluid with the proper ρ�/μ� relation at the
expected forward speed (V ) must be used.

2.2 Waveforms for Propulsion

Propulsion of a robot operating in a low Re environment achieves a great
importance because only a non-reciprocal motion allows the propulsion in such
environment.

Fig. 1. Free body diagram of planar artificial eukaryotic flagella.

Propulsion of an undulatory system is due to the fact that normal forces
generated during the propelled motion along the flagella compensate all
tangential forces [7,8]. Figure 1 shows the main variables involved in that motion
and the parameters that define waveforms, in which y is the displacement along
transverse axis, x is the displacement along main axis, f is the frequency, Vx and
Vy are the forward and transverse speeds, respectively, of an infinitesimal element
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of flagellum (ds), and fN , fL, and fh are the reaction forces of motion for the
considered differential segment in accordance with Stokes’ law. The propulsion
thrust, fx, can be analyzed by considering the reaction forces on ds as follows
[7]:

fx = (fN sin θ − fL cos θ)ds (3)

where θ is the angle of the infinitesimal element. In addition, the resultant thrust
over a complete cycle is equal to the drag force. Thus, the forward speed reached
by the wave can be calculated from the relation nFx = 6πμR

2 Vx where R is the
diameter of head, n is the number of simultaneous waves along the flagellum and
Fx is the total propulsion thrust.

From a nature perspective, different kinds of propulsion waveforms can be
observed in biological swimmers. The first kind is the planar wave associated
to the flagella of eukaryotic cells, which is described by a traveling harmonic
wave [7]. Likewise, Carangiform fishes bend their bodies describing linear and
quadratic traveling waves that extend from their head to their tail end [13].
These three waveforms can be described by:

y(x, t) = (c0 + c1x + c2x
2) sin

(
2π

λ
(x − Vpt)

)
, (4)

where c0, c1 and c2 are the coefficients that govern the amplitude growing, Vp

denotes the propagation speed of the wave, and λ is the wavelength. For harmonic
waves, the amplitude is only given by coefficient c0 (i.e., c1 = c2 = 0), whereas
c0 = 0 for Carangiform swimmers. Furthermore, two important properties are
preserved during propulsion for the latter kinds of waveforms: (1) the flagellum
head is always maintained at zero amplitude (boundary condition, i.e.,
y(0, t) = 0), and (2) the wave amplitude along the flagellum can be modulated.

An alternative way for preserving such properties, which has been
demonstrated to improve the forward propulsion velocity [25], is the use of a
fractional growing power for variable x as follows

y(x, t) = (cxα) sin
(

2π

λ
(x − Vpt)

)
, (5)

where c defines the amplitude at end of flagellum, and α ∈R
+ (0 < α < 1)

is the fractional order coefficient of the wave, whose value determines the way
of growing of the waveform amplitude. This waveform can be also understood
as a generalization of the previous ones, merging the features from planar to
Carangiform waves depending on the value of α [25].

3 Testbed of the Robot

This section describes the testbed designed to perform HIL experiments for a
4-link swimming robot able to swim within low Re environments.
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Fig. 2. Illustration of the 4-link AEF swimming robot.

Figure 2 illustrates the 4-link AEF swimming robot under study. Based on
the flagella of eukaryotic cells and snakes, the robot consists of four cylindrical
segments, actuated by motors, and a triangular head. Each segment is a 1-DOF
joint that is driven by a Maxon DCX 08M motor with planetary gearhead
GPX08 of 64:1 ratio. The output shaft transfers rotation through a miter gear,
allowing a rotation up to ±85◦ perpendicular to the displacement axis of the
flagellum. Regarding the frame, it is made of thermoplastic aliphatic polyester;
the electronics is distributed inside it along the flagellum to minimize robot
volume. It must be remarked that, although this first design is limited to four
links, the design is scalable and new links can be added or removed as convenient.

Figure 3 shows a scheme of the robot testbed. As can be seen, it consists of:

– The simulator of the robot presented in [25], which is a configurable N-link
swimming robot simulator developed with the Simscape toolbox within the
MATLAB/Simulink environment. Likewise, it also allows to simulate the
interaction between the robot and the environment where it swims. The
geometry of the robot (namely, size, number and length of links in which
its flagellum is divided to), as well as the properties of the actuators, are
adequately selected in accordance with the robot description given above (see
Table 1). This simulator runs on a Macintosh with the following specifications:
Intel Core i7 (six core) with a clock speed of 2.2 GHz and 16 Gb DDR4 RAM.

– The microcontroller Atmel ATmega32u4, where the controllers will be
implemented.

The data interchange connection between the microcontroller and the
PC is done by means of micro USB type B through a serial protocol via
universal asynchronous receiver-transmitter (UART) configured as follows:
BigEndian byte order, 32-bit data, IEEE Standard 754 floating point for data
representation, and 250000 baud rate. On the PC side, an S-Function was written
to receive/send data. As shown in Fig. 3, the simulator sends the position error
of each link to the microcontroller, whereas this calculates and sends back the
control laws to the PC.
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Fig. 3. Connection scheme of the robot testbed to perform HIL experiments.

Table 1. Actuator and environment parameters for the robot simulator.

Parameter Value Description Parameter Value Description

c0 5.59 × 10−2 Amplitude coefficient (m) α 0.2 Fractional

coefficient

f 0.5 Wave frequency (Hz) λ 24.86 × 10−2 Wavelength (m)

n 1 Simultaneous waves in

flagellum

N 4 Number of joints

Rm 12.3 Armature resistance (Ω) Lm 41.1 × 10−6 Armature

inductance (H)

Kem 0.0034 Back-emf constant

(V/(rad/s))

Jm 3.79 × 10−9 Rotor inertia

(kgm2)

Bm 9.09 × 10−7 Rotor damping

(Nm/(rad/s))

ng 64 Gear ratio

Jg 4 × 10−10 Gear head inertia fg 0.73 Maximum

efficiency

ρ 809.13 Density of solid segment

(Kg/m3)

d 7.5 × 10−3 Radius of

flagellum (m)

Ls λ/N Total length of swimming

robot (m)

μ� 100 Viscosity of

environment (cSt)

ρ� 964 Density of environment

(kg/m3)

4 Control of the Robot

This section addresses the control required for the robot to emulate a
non-reciprocal motion within low Re environments. Firstly, the procedure
established to split the desired waveform (reference) for each actuator is
explained. Secondly, the control strategies are designed, and finally, details of
controllers implementation are given.
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4.1 Discretization of Waveforms

The emulation of the desired waveform is carried out dividing such a waveform
into the same number of segments that the robot has, taking as criterion that
the projection on the propulsion axis is fixed and equal to the length of the
segments. Therefore, the segment angle at each sampling time can be calculated
by:

θij = tan−1

(
yij − yi(j−1)

xij − xi(j−1)

)
, (6)

where i ∈ [0, T ] is the instant of discretization (T is the final simulation time),
j ∈ [0, N ] means the considered segment, (xi, yi) = y(t, x), and N is the total
number of robot links. More details of this procedure can be found in [25].

4.2 Strategies

In order to guarantee a non-reciprocal motion, the robot actuators have to follow
the desired position with the same dynamics and error.

In our previous work [24], fractional proportional-derivative (henceforth
referred to as PDμ) and proportional-integral-derivative (PID) controllers were
designed in continuous time using three tuning methods: (a) minimizing the
integral time absolute error (ITAE), to be able to evaluate the performance of
the system along the time; (b) minimizing the integral absolute error (IAE), to
quantify the performance to be sensitive at low errors [3]; and (c) considering
robustness to time constant variations with a desired phase margin criteria.
Among them, the controllers considered next allow to obtain the best system
performance namely those tuned for robustness.

The structure of the fractional controller was given by

PDμ(s) = Kp + Kds
μ, (7)

where Kp and Kd are the proportional and derivative gains, respectively, and
μ ∈ (0, 2] is the fractional order. For the PID, the parallel form was used, i.e.,

PID(s) = Kp +
Ki

s
+ Kds, (8)

where Kp, Ki and Kd are the proportional, integral and derivative gains,
respectively. The parameters of both integer and fractional order controllers
obtained after tuning are given in Table 2.

Table 2. Paramters controllers.

Controller Kp Ki Kd µ

PID 466.69 25.56 3.43 −
PDµ 382.32 − 24.51 0.90
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4.3 Implementation of the Controllers

To implement the above controllers in the hardware of the robot testbed, they
must be discretized. For that purpose, the Tustin’s method is used with a
sampling time of 1 ms. On the other side, in the PDμ controller, the fractional
operator was previously approximated by the Oustaloup method with four poles
and four zeros in the frequency range [0.8, 20] rad/s. The discrete models for PID
and PDμ can be written in the z-domain as:

C(z) =
∑M

i=0 Kiz
−i

1 +
∑N

i=0 Liz−i
(9)

where N and M correspond to the number of poles and zeros of the controller,
respectively, and the Ki and Li are coefficients that depend on the controller
parameters and the sampling time.

With the aim to evaluate the results regardless of the implementation method
applied, two digital realizations of the discretized controllers are considered
next, namely, direct form II and parallel form. Contrary to what happens with
the direct form II, the parallel-form realization reduces the sensitivity to its
coefficients due to the use of partial-fraction expansion of the discrete transfer
function of the controller [19].

The direct-form-II realization describes the control law as:

u(n) =
M∑
i=0

Kiw(n − i) (10)

with

w(n) = e(n) −
N∑

i=1

Liw(n − i)

where e(n) is the error signal. With respect to the parallel form, the control law
is given by:

u(n) = Ce(n) +
N∑

i=1

Aie(n) + Biui(n − 1) (11)

where Ai and Bi are the coefficients of the partial-fraction expansion, assuming
that all the poles are real, C is a constant, and ui is the output of the ith

partial-fraction.
The parameters of the discretized controllers obtained for both realizations

are given in Table 3. It is worth to remark that the derivative part of the PID
was implemented with the low-pass filter F (s) = 50/(s + 50).
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Table 3. Parameters of the discretized controllers.

Direct-

form-II

K0 K1 K2 K3 K4 L1 L2 L3 L4

PID 634.01 −1.24 ×
103

611.22 − − −1.95 0.95 − −

PDμ 751.74 −2.98 ×
103

4.45 × 103 −2.95 ×
103

733.25 −3.96 5.90 −3.90 0.96

Parallel

form

A1 A2 A3 A4 C B1 B2 B3 B4

PID −8.58 25.55 ×
10−3

− − 642.57 −0.95 −1.00 − −

PDμ −6.27 −165.15×
10−3

−22.99 ×
10−3

−3.12 ×
10−3

758.21 −9.80 ×
10−2

−9.91 ×
10−2

−9.96 ×
10−2

−9.98 ×
10−2

5 Experiments

This section discusses the results obtained when applying the above-mentioned
control strategies to the swimming robot using the described HIL testbed,
and considering different realizations of the PDμ and PID controllers. The
experimental results will be compared with the obtained using only the robot
simulator. Likewise, results for continuous controllers will be also shown. The
performance of the controllers is analyzed in terms of the ratio between the
mechanical power developed by the links and the electrical power supplied to
actuators as follows:

η =
Pm(t)
Pe(t)

=
Fx(t)Vx(t)
V (t)I(t)

, (12)

where Vx is the generated forward speed as result of the forces caused by
non-reciprocal motion in a viscous medium, Fx, I refers to the current demanded
by the motor, and V is the voltage applied to the actuator.

The results obtained for the two implementations of the controllers are
summarized in Table 4, where the IAE and ITAE obtained for each actuator,
as well as the mean electrical, mechanical power and the efficiency (calculated
according to (12)) are given. For comparison purposes, the results obtained in
simulation considering the controllers in both continuous and discrete time are
also included.

Table 4. Performance of the 4-link robot when applying the discretized controllers.

Controller
1st Link 2nd Link 3rd Link 4th Link

Pe (W) Pm (μW) η (%)
ITAE (×10−3) IAE (×10−3) ITAE (×10−3) IAE (×10−3) ITAE (×10−3) IAE (×10−3) ITAE (×10−3) IAE (×10−3)

Continuous 15.58 7.67 33.23 17.38 33.95 16.84 35.23 17.63 0.79 3.03 3.77× 10−4

PID Discrete - Direct 17.32 8.52 36.81 19.23 37.77 18.71 39.32 19.62 0.79 3.03 3.75× 10−4

Discrete - Parallel 11.38 5.65 24.15 12.70 24.79 12.33 25.57 12.88 0.79 3.03 3.75× 10−4

HIL - Direct 10.73 5.28 23.21 12.11 22.99 11.46 23.84 11.96 1.85 3.03 1.62× 10−4

HIL - Parallel 6.90 3.52 14.36 7.55 14.16 7.21 14.47 7.50 1.85 3.03 1.62× 10−4

Continuous 17.57 8.59 37.06 19.27 37.08 18.32 39.39 19.54 0.60 3.03 4.93× 10−4

PDµ Discrete - Direct 21.58 10.52 45.24 23.46 45.38 22.36 48.62 24.01 0.61 3.03 4.88× 10−4

Discrete - Parallel 9.65 4.79 20.44 10.75 20.96 10.43 21.63 10.90 0.61 3.03 4.88× 10−4

HIL - Parallel 6.90 3.52 14.35 7.55 14.16 7.21 14.27 7.59 1.85 3.03 1.62× 10−4
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The first conclusion that can be drawn is that the designed controllers are
validated: the differences between experimental (with HIL) and simulated results
can be considered as acceptable, except of the case of PDμ implementation
in direct form, which provides an unstable control (results are omitted).
Independently of the controller realization, another issue that can be concluded
is that, taking into account the locomotion performance given by (12), the
propulsion of the robot is better when applying the PDμ controller. As it is
evident, the electrical power required by the motors in the HIL experiments
raises, and thus, a reduction of the control efficiency is obtained in comparison
with simulations. Likewise, if we do an analysis with respect to the segments, it
can be observed that the behavior of the controllers deteriorates farther away
from the robot head. And with respect to implementations, the results are quite
similar.

All these conclusions can be also stated from the plots shown in Figs. 4 and
5, where a comparison of the position, tracking error and voltage applied to the
motor of the first and fourth links are also illustrated for both controllers. In what
position is concerned, it can be observed that only very slight differences can be
found between experimental and simulated results. However, the differences are
already visible for the tracking error and the voltage signal, for both the first
and fourth link.

To sum up, all these given results prove that the discretization and
implementation methods of the controllers, as well as the designed controllers
themselves and the hardware used, are suitable for this application.

Fig. 4. Tracking, error and control law of first link for different controller realizations
when applying the PID (left) and the PDµ (right).
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Fig. 5. Tracking, error and control law of fourth link for different controller realizations
when applying the PID (left) and the PDµ (right).

6 Conclusions

This paper has presented a hardware-in-the-loop (HIL) testbed for a 4-link
artificial eukaryotic flagellum (AEF) swimming microrobot, as a previous
step to the fabrication and control of the robot. The testbed consisted of
a simulator of the robot, developed in the MATLAB/Simulink environment,
and a microcontroller Atmel ATmega32u4, where the controllers of the robot
were programmed. Data exchange between the simulator and microcontroller
was carried out through serial protocol via universal asynchronous
receiver-transmitter (UART). Fractional order proportional-derivative (PDμ)
and integer order proportional-integral-derivative (PID) controllers were
designed for the robot to emulate a non-reciprocal motion within low
Reynolds number (Re) environments. Two realizations of these controllers were
implemented in order to study the effectiveness of the swimming mode and
validate the control on the real hardware. The results showed that both the
control strategies and the hardware were suitable for this application.

Our future works will go towards building the robot and testing locomotion
within a cardiovascular system.
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Abstract. This paper investigates the learning of both low-level behav-
iors for humanoid robot controllers and of high-level coordination strate-
gies for teams of robots engaged in simulated soccer. Regarding con-
trollers, current approaches typically hand-tune behaviors or optimize
them without realistic constraints, for example allowing parts of the
robot to intersect with others. This level of optimization often leads to
low-performance behaviors. Regarding strategies, most are hand-tuned
with arbitrary parameters (like agents moving to pre-defined positions
on the field such that eventually they can score a goal) and the thorough
analysis of learned strategies is often disregarded. This paper demon-
strates how it is possible to use a distributed framework to learn both
low-level behaviors, like sprinting and getting up, and high-level strate-
gies, like a kick-off scenario, outperforming previous approaches in the
FCPortugal3D Simulated Soccer team.

Keywords: Multi-agent systems · Machine learning · Evolution
strategies

1 Introduction

The design of a robotic system comprised of multiple elements is a major chal-
lenge in the field of robotics research. It is desirable for agents to have near-
optimal controllers for different tasks, like kicking a ball, or getting up after
falling down, which are both reliable and fast, and which are often learned
in simulation. It is also desirable for the team to cooperate using high-level
strategies that take advantage of the distributed nature of the environment.
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Agents should make decisions that benefit the team, not themselves, and work
together to complete the end goal (for example, winning a soccer match).

The scientific community has proposed multiple algorithms [1,9,16,20,22,23]
to optimize robot controllers with a given objective function. Some of these can
be run in distributed environments, in order to increase the speed at which
a policy is converged to. We will show that these can also be used to optimize
high-level strategies, by optimizing the parameters that define each player’s deci-
sions. However, high-level strategies are traditionally optimized with multi-agent
reinforcement learning algorithms [5,11,14,18,21], which use strategies from the
multi-agent systems field to achieve coordination between team members. We
describe a framework that supports multiple reward-based learning algorithms to
be deployed over a network of multiple workers, and is able to optimize both low-
and high-level controllers within reasonable time and with outstanding results.

The remainder of this paper is organized as follows. Section 2 introduces the
main concepts used in this paper, related to RoboCup and, more specifically,
the 3d Soccer Simulation League. Section 3 describes the framework that was
developed to optimize low-level and high-level skills. Sections 4 and 5 describe
examples of low-level and high-level skills, which were optimized using CMA-ES
and A3C3. Section 6 presents and discusses the results of our experiments, and
finally, Sect. 7 concludes our work, summarizing the main findings.

2 Soccer Simulation League

The Soccer Simulation League is part of the RoboCup initiative, an annual inter-
national robotics competition, whose goal is to have a team of fully-autonomous
physical robots winning a soccer match against a team of humans, using FIFA
standard rules, by the year 2050. The 3d Soccer Simulation League is a complex
multi-agent environment where two teams of humanoid simulated robots play a
ten-minute soccer match using realistic rules. Each team is comprised of eleven
Nao robots [4] with multiple different models, each with different physical char-
acteristics. Each agent perceives the environment and acts only upon its local
joints, by sending commands to the environment simulator.

Using low-level controllers that abstract simple tasks, like kicking or moving,
has been the de facto standard in the league, controllers which are then used
by high-level decision-making modules. In other words, agents have a set of
behaviors which are chosen according to their strategy. The behavior acts upon
the agent’s joints, and the strategy defines which behavior to execute and with
which parameters. A simple example is a kick-off strategy, at the start of the
game, where agents choose their positions, such that the enemy team is covered
and the friendly team can pass the ball and attempt to score a goal.

Recently, the league has proposed new rules to constrain the movements
of agents. Before now, the body parts of the same agent can intersect with
each other, without repercussion. These self-collisions are unrealistic and have
since become something taken advantage of by many teams to achieve stronger
kicks, or faster movements. However, new rules are being implemented to limit
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self-collisions, with heavy penalties for agents that have them. Re-optimizing
previous behaviors with attention to the new rules is then a necessity for any
team that wishes to maintain its performance.

Since changes to low-level behaviors will inadvertently affect their perfor-
mance, optimizing high-level strategies that depends on them is the logical next
step. While these may seem very different optimization problems, we will show
that it is possible to describe them as fully parametric problems that can be
optimized by the same algorithms.

3 Optimization Framework

A framework was developed for optimizing low-level behaviors and high-level
strategies, using arbitrary reward-based optimizers, and adaptable to multiple
RoboCup teams. The framework supports distributed computing, to speed up
the optimization process, and scales linearly with computational power. In other
words, the time taken to evaluate a set of samples is inversely proportional to
the amount of workers available.

We have focused on the CMA-ES [7] algorithm, the A3C3 [18] multi-agent
algorithm, and the FCPortugal3d [10] team. CMA-ES is a genetic algorithm
where an arbitrary amount of samples correspond to sets of parameters to opti-
mize. After each generation of samples is evaluated, a new set is generated. This
process is repeated until convergence has been achieved. A3C3 is a multi-agent
actor-critic algorithm, based on deep learning, where agents learn policies and
communication protocols simultaneously. Agents gather mini-batches of experi-
ence samples, and optimize a centralized critic to approximate the team’s value
function, an actor network to output each agent’s policy, and a communication
network to output each agent’s broadcast message. We refer the reader to the
original articles for more further information.

In order to optimize behaviors or strategies, fitness functions (also known as
reward functions) must be defined for both. These are problem dependent, and
take into consideration factors relevant to the scenario, such as the time it takes
an agent to stand up, or whether a goal was scored with a given formation.

Due to a noisy environment, the fitness of a given sample must be averaged
over a number of trials. We have assumed the reward distribution is a Normal
distribution N (θ, σ). Thus, we can calculate the standard error of the mean
σe = σ√

n
, where n is the number of trials used to evaluate the sample’s fitness.

We now have a trade-off between accuracy of our evaluation, which increases
with the amount of trials, and the speed at which each sample is evaluated.

The framework allows samples to be evaluated with three main methods.
The first is a trivial centralized implementation, where a single worker evalu-
ates each sample sequentially. This results in low computer utilization and slow
computation times. The second is a local distributed implementation, where
multiple workers each handle their own environment. This solution takes advan-
tage of the many cores a modern computer has available, and speeds up the
convergence process. The third solution is a network distributed one: a master
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generates samples and requests other workers to evaluate them. This allows the
framework to scale horizontally, and is the fastest method.

We defined three different entities required to successfully run the network
distributed system: a master, which runs the optimizer and assigns tasks to
workers; a worker, which evaluates samples given by the master; and a manager,
which allows communication between the master and the workers. The system
is also fault-tolerant against worker failures (which can crash with software or
hardware errors). Statistics are automatically collected and displayed, including
the performance of each individual worker over time, and histograms of the best
parameter sets.

Another crucial feature of the framework is that it is partly continuously
integrated. This allows for quick iterations without constantly deploying code
running on workers. The framework is published on-line, and the master notifies
workers of specific code versions to execute. Worker then fetch that code, compil-
ing it when necessary, and evaluate the samples using multiple threads. Results
are sent back to the manager, and this process is repeated until convergence
has been achieved. In addition, the core code of the workers is also periodically
updated by simply publishing new versions on-line. This allows multiple workers
to be deployed and updated with ease.

4 Low-Level Behaviors

A behavior that allows agents to stand up after having fallen, which we call
a get-up, is one of the key behaviors in robotic soccer competitions. Because
soccer is a sport of constant physical contact, agents fall frequently, and even
champion teams are not yet capable of reliably playing a match without falling.
For example, it is quite common to see agents fall after performing a powerful
kick or when trying to run fast. Standing up as soon as possible after such falls is
of the utmost importance, as an agent that is lying on the ground is not capable
of positively impacting the state of the game.

The current get-up behaviors used by the FCPortugal3d team have a major
flaw - they disregard self-collisions. This means an agent is capable of, for exam-
ple, moving its arms directly through its legs. As stated previously, new rules are
now making such movements illegal and current behaviors must be re-optimized,
taking into account the new circumstances. We use a state-of-the-art black-box
optimizer, the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [6],
which has been widely used in optimization problems [2,8].

The process of evaluating the parameters of a get-up has the following steps:
the agent purposefully falls to the ground; the agent tries to get up using the
parameters optimized by CMA-ES; once the agent has stopped moving and its
position is stable, the fitness of the parameters is evaluated.

The last step is the most crucial one, and requires a good evaluation func-
tion, or the agent will not be able to learn how to stand up. During the first
experiments, the fitness function was rather simple, and only took into account
the final height of the agent. The fitness value f was given by f = min(0.54,hf )

0.54 ,
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where hf represents the agent’s final height, and 0.54 its standing height, such
that f is normalized between 0 and 1. The intuition behind this is to reward the
agent based on how well it stood up from a fallen position. However, any action
taken during the behavior would be rewarded solely based on the end result,
ignoring factors like the time taken. Since speed is valuable, f was then given by

f =

⎧
⎪⎨

⎪⎩

10
Δt

Δt > 10
1 + h

0.54 Δt ≤ 10, hf < 0.54
2 + 3

Δt
Δt ≤ 10, hf ≥ 0.54

, (1)

where Δt represents the time taken for the agent to stand up, from the moment
it fell on the ground. The new formula can be thought of as a three-part learning
process. First, the agent learns to move in a way that takes less than ten seconds
to complete. Then, the agent learns how to get up successfully. Finally, it learns
to do so as fast as possible. In order to make reading the results easier, we set
the goal for Δt as three seconds. Thus, a fitness value f < 1 means the agent
took too long to move, a fitness value 1 < f < 2 means the agent did not manage
to get up, a value 2 < f < 3 means the agent managed to get up but took more
than three seconds, and a value f > 3 means the agent managed to stand up
in less time. However, we quickly noticed that rewarding the agent based solely
on the end result was not enough for it to consistently learn how to get up. Not
only did it take the agent hundreds of generations to get up successfully for the
first time, but sometimes it did not even manage to get up at all. Often times,
the agent would prioritize a stable final position, even if it meant it was not
standing up.

In order to address this problem, we drew inspiration from Q-Learning [24],
a classic reinforcement learning algorithm. In Q-Learning, future rewards are
discounted by a factor γ, and in doing so, their importance is incorporated into
current rewards. In our case, we wanted to give more importance to heights
achieved by the agent near the end of the movement, but without completely
disregarding earlier heights. With this in mind, we arrived at the current fitness
function

f =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

10
Δt

Δt > 10

1 +

n∑

i=0
γn−i×hn−i

n∑

i=0
γn−i×0.54

Δt ≤ 10, hf < 0.54

2 + 3
Δt

Δt ≤ 10, hf ≥ 0.54

, (2)

where n stands for the number of time-steps of the behavior, and hi stands

for the height of the agent at time-step i. The sum
n∑

i=0

γn−i × 0.54 represents

the maximum possible reward the agent could have achieved throughout the
movement, if the agent measured its standing height at every single time-step.
As with the previous versions of the fitness function, this is used for normalization
purposes, in order to ease readability of the fitness values.

The height of the agent is evaluated once per server time-step, with 50 record-
ings per second. During testing, we found a good value for the discount factor
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γ = 0.98. Smaller values would give too much weight to the final height, while
greater values would give too much importance to initial heights, where the
agent would just learn to lift its torso, but rarely to use its legs in order to reach
greater heights.

5 High-Level Strategies

The previously exemplified behavior is considered a low-level skill, as defined by
Stone et al. [19], which interface directly with the hardware, controlling motor
joints to achieve a goal. With these, we can build sets of higher level strategies,
which use these behaviors to achieve a larger task, such as passing the ball. This
can be repeated to form multiple layers of skills, such as forming an overall game
strategy from ball passes and goal kicks. All these components are necessary in
a simulated soccer team to achieve victory in a game. At the beginning, much of
the attention of the 3D Simulation League was given to the low-level behaviors,
focusing on walking, kicking and standing up. As these skills have been refined,
more importance is now given to high-level skills.

Optimizing the entire team’s behaviors and strategies simultaneously is
unfeasible, however, and layered learning strategies are often used [12]. By learn-
ing low-level behaviors first, and then optimizing high-level strategies, the com-
plexity of the optimization problem is greatly reduced. Additionally, one can
optimize related skills together, even if they are in different layers, such as a kick
to the goal and a strategy that ends in a kick to the goal. This allows tuning the
parameters of the skills to each other, improving their overall effectiveness.

We initially focused on optimizing a kick-off strategy, used at the beginning of
the soccer game, executed by two players, a passer and a kicker. These use low-
level behaviors implemented in the FCPortugal3d team: walking, a controlled
kick and a long-distance kick. The passer is positioned near the middle of the
field, next to the football, and the kicker is positioned behind the passer. The
passer uses the controlled kick to pass the ball to the kicker, moves out of the
way, and the kicker then tries to score a goal.

The fitness function for this strategy takes into account several factors, such
as whether there was effectively a goal, how quickly it was performed, and the
height of the ball after it was kicked to the goal (which prevents opponents from
blocking it). The fitness value f is given by

f =

{
gh t ≤ 10
(g − t−10

20 )h t > 10
, (3)

where g ∈ {0, 1} represents whether there was a goal, t the time taken to achieve
the goal, and h the maximum vertical position achieved by the ball. This function
was defined in order to reward goals within ten seconds, and penalize strategies
up to thirty seconds, at which moment the opponents will have overrun the
kicker. We averaged the fitness value over 90 trials, to reduce the variance as
much as possible without compromising the computational cost of the learning
process.
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We define two scenarios to optimize for Kick-Offs: one where we optimize
the initial positions of the agents and the kick targets, which we call Kick-Off
A; and one where we further optimize the parameters of the kicks used in the
strategy, Kick-Off B. In other words, a simpler model with only eight parameters
that focuses only on the high-level strategy, and a more complex scenario with
24 parameters that optimizes low- and high-level skills simultaneously.

We also consider the Keep-Away challenge, an environment where, instead of
playing a soccer match, teams play a game of keep-away soccer. The defending
team, with three members, must keep the ball away from a single opponent
for as long as possible. The opponent will always walk towards the ball, and
if the defenders take too long to pass the ball, they will lose the game. For
this challenge, we consider two scenarios as well: a Passing game, without an
opponent, where agents only need to pass the ball in order to score points; and a
Keep-Away game, where a hard-coded agent will walk towards the ball, ending
the game if he reaches it.

6 Results

We evaluate the performance of our framework, the low-level behavior of stand-
ing up and the high-level strategy of the initial kick-off, including a comparison
with the expected optimization performance for the last optimization.

6.1 Framework

We started by evaluation the performance of the developed framework. For each
of the three architectures, we averaged the amount of evaluated samples over
time. Table 1(a) shows the hardware specifications of the worker computers used
for these runs. L1 was used for the first two methods, while all the computers
together were used for the distributed runs. The first method uses a single core,
and the second used eight cores.

The results of our evaluation are shown in Fig. 1(b). Memory usage never
exceeded 4 GB in any machine, and CPU usage was at 100% in all four comput-
ers, showing that the optimization process is CPU bound. It is quite clear that
the distributed system greatly outperforms the other methods, as expected, since
it utilizes all the computer resources available. We can also see a much greater
variation in the minimum and maximum values in the distributed system, due
to synchronization between threads and networking.

6.2 Low-Level Behavior

In FCPortugal3d, behaviors are defined following a key-frame approach [3,15],
with each key-frame being called a slot. Each slot defines how the agent’s joints
are at a given moment. The interpolation of two key-frames and the new joint
positions are calculated through the use of a sinusoidal function.
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ID CPU Memory
L1 i7-7700HQ 3.8GHz 16GB DDR4
L2 i5-M460 2.53GHz 4GB DDR3
D1 i7-4770K 4.3GHz 24GB DDR3
S1 Dual X5650 2.66GHz 8GB DDR3

(a) Hardware specifications of the ma-
chines used by the distributed optimiza-
tion framework. (b) Mean, minimum, and maximum trials

evaluated over six ten-minute intervals.

Fig. 1. Specifications and evaluation of the distributed optimization framework.

To optimize a get-up behavior, we initially assumed that a high amount of
slots would allow the agent to be more flexible. This intuition was derived from
the hand-tuned solutions that the team used until now. However, as can be seen
in Table 1, that is not the case. In fact, the behavior Getup A with the smaller
amount of slots outperformed Getup B, the one with more slots. This may be due
to an insufficient amount of trials per episode or of individuals per generation.
Theoretically, optimizing both scenarios with an infinite amount of trials and
individuals should yield similar or better results in the behavior with more slots.
Nevertheless, Getup B took more than twice the amount of generations to achieve
the same performance as Getup A, due to the extra amount of parameters to
optimize, while still taking longer.

Table 1. Comparison of results between two optimized get-up behaviors with a different
amount of slots. Metrics used include the success rate and behavior duration, as well as
the generations where the first and best successful behaviors were found. A summary
of the optimization process can be viewed at https://youtu.be/QlLCUiewJdM and
https://youtu.be/dx0fhFiQygg for Getup A and B, respectively.

Slots Success Duration 1st success gen. Best solution gen. Total gens.

Getup A 5 >99% 1.715 s 18 1506 2750

Getup B 10 >99% 1.858 s 43 4837 7360

In FCPortugal3d, a neutral position is used to smoothly transition between
behaviors. As such, the results shown above were optimized with the aim to
connect with this neutral position. When compared with the current get-up
behavior in use (which does not link to the neutral position or respect self-
collisions rules), Getup A was able to outperform it, being 29% faster. Although
we were not able to objectively measure it, it also outperformed the original
behavior in terms of consistency, as it would often fail to stand up on a single try.

https://youtu.be/QlLCUiewJdM
https://youtu.be/dx0fhFiQygg
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6.3 High-Level Strategies

We optimized both the Kick-Off A and the Kick-Off B strategies, using a baseline
as an initial solution, and optimizing until convergence was achieved. For each
iteration, Kick-Off A used a default population size of 10 and took approximately
370 generations, and Kick-Off B used a default population size of 13 and took
approximately 1000 generations.

(a) Comparison of the evolution of two op-
timized kick-off strategies. The metric used
was the fitness f of the best samples across
generations of the optimization process.

(b) Comparison between two optimized
kick-off strategies, showing the mean, min-
imum, and maximum fitness f , over 1000
tests, of the best samples, with f = 0 rep-
resenting a failed kick-off.

Fig. 2. Evolution of two kick-off strategies and their comparison with the baseline.
The optimized models can be viewed at https://youtu.be/RILWVmaSETk for the base
model and https://youtu.be/bO61mAD7rig for the model with Kick-Off B.

The results of our evaluation are shown in Fig. 2. Both scenarios shows some
peaks, which were most likely due to luck in the evaluation of the random trials,
and not due to a good set of parameters.

We expected Kick-Off A to converge faster, as the search space is smaller. It
took approximately 440k trials to converge, while Kick-Off B took 1200k trials.
Using the estimates found in Fig. 1, we have compared the expected time it
would take to compute this amount of episodes, and the actual time taken, in
Table 2. The actual time taken is larger than the expected time for the distributed
platform for many reasons, including L1 not being continuously on-line during
the optimization, and failures related to networking and power.

After the optimization, we selected the best sample for each scenario. We then
test the samples over 1000 episodes for the base model and the two optimized
scenarios. Figure 2 divides these tests based on their fitness, and shows how the
optimized scenarios clearly outperform the baseline.

https://youtu.be/RILWVmaSETk
https://youtu.be/bO61mAD7rig
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Table 2. Expected time according to measurements to converge to the Kick-Off A and
B scenarios, as well as the actual time taken.

Single core Multithreaded Distributed Actual time

Kick-Off A 628 h 148 h 43 h 70 h

Kick-Off B 1770 h 417 h 123 h 175 h

The results are outstanding, with a fitness function average of 0.249 for the
base model, which increases to 0.388 for the Kick-Off A, and to 0.701 for the
Kick-Off B. Both scenarios show an increased performance with respect to the
base model of 55% and 182%, respectively. It is interesting to note that, while
Kick-Off A achieved the best goals, Kick-Off B achieved a larger amount of
mediocre goals, and so achieved better overall performance.

The Passing and Keep-Away strategies were optimized with A3C3, using a
learning rate η = 10−3, a future reward discount factor γ = 0.9, two fully con-
nected hidden layers of 40 nodes with ReLU activations [13] for every network, a
tanh-activated two-node communication network, and N = 6 concurrent worker
threads.

A sub-set of FCPortugal3d’s behaviors was used, for A3C3 to learn a high-
level policy that takes advantage of the low-level behaviors already existing in the
team. Agents found ways to exploit the environment, like sequentially touching
the ball instead of passing it, which would cause the environment to award them
a point for a detected pass. These exploits were corrected, and as can be seen
in Fig. 3, agents learned successful strategies for each scenario. For the Passing
challenge, agents cluster in the center of the field for shorter and quicker passes.
In the Keep-Away scenario, agents do the exact opposite, and rely on long and
slow passes to avoid the opponent from ever reaching the ball.

(a) Passing scenario. (b) Keep-Away scenario.

Fig. 3. The evolution of policies in the two tasks of the 3D Soccer Simulation environ-
ment. The plots represent the average reward and standard deviation obtained by the
team across episodes.
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7 Conclusion

This paper investigated the learning of both low-level behaviors for humanoid
robot controllers and of high-level coordination strategies in the context of the
FCPortugal3d team. It proposed a framework that allows both to be optimized in
a distributed manner, and demonstrated how it can be used in conjunction with
reward-based optimizers like CMA-ES or A3C3 to outperform previous solutions.
The framework was implemented with a horizontally scalable architecture, which
supports multiple workers distributed over a network for parallel computation.

A low-level get-up behavior, and multiple high-level kick-off strategies were
optimized. The learned solutions outperformed previous solutions by wide mar-
gins, and respects the newly implemented rules of the 3d Soccer Simulation
League. The optimized skills were implemented in the team, and will be further
tested in real-game environments in the RoboCup competition.

Future work directions include using other algorithms, like PPO [17], to opti-
mize skills, as well as optimizing all other behaviors of the FCPortugal3d team,
such that all conform to the new rules.
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dation for Science and Technology) under grant PD/BD/113963/2015. This
research was partially supported by LIACC (UID/CEC/00027/2019) and IEETA
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Abstract. State-of-the-art deep learning-based models used to address
hand challenges, e.g. 3D hand joint estimation, need a vast amount of
annotated data to achieve a good performance. The lack of data is a
problem of paramount importance. Consequently, the use of synthetic
datasets for training deep learning models is a trend and represents a
promising avenue to improve existing approaches. Nevertheless, currently
existing synthetic datasets lack of accurate and complete annotations,
realism, and also rich hand-object interactions. For this purpose, in our
work we present a synthetic dataset featuring rich hand-object inter-
actions in photorealistic scenarios. The applications of our dataset for
hand-related challenges are unlimited. To validate our data, we propose
an initial approach to 3D hand joint estimation using a graph convo-
lutional network feeded with point cloud data. Another point in favour
of our dataset is that interactions are performed using realistic objects
extracted from the YCB dataset. This could allow to test trained sys-
tems with our synthetic dataset using images/videos manipulating the
same objects in real life.

Keywords: Synthetic dataset · Photorealism · Hand-object
interaction · 3D hand joint estimation

1 Introduction

Hands offer useful information about people since they are a natural way used
for humans to transmit non-verbal information to express and interact with each
other [7,18]. The correct detection of hands and the interpretation of their poses
and gestures have the potential to improve the way in which people interact
with machines: in virtual/augmented reality systems, it can help the user to
interact in a more fluid and friendly way with the environment [9], in industry,
it makes possible to make the control of robots easier [2] aside from improving
the security in robot work areas [5], in domestic environments it makes easier to
give orders for domotic systems [4] and also it opens the way to interact with
service-oriented social robots [15].
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 551–562, 2020.
https://doi.org/10.1007/978-3-030-36150-1_45
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Over the last years, several ways of getting information from hands have
been studied. These ways have been based on wearables sensors as gloves [25] or
vision methods [40]. The first case is distinguished by the use of gloves equipped
with sensors, which are used to provide information about the joints positions.
The second one makes use of cameras to identify the hands poses, which may
or may not use marked gloves to enable image processing [39]. While sensorized
glove-based methods require expensive equipment, vision-based ones only need
cameras, which can also provide depth information such as Kinect [8] and Intel
Realsense [6]. However, the accuracy in vision-based method usually are worse
than gloves ones.

Vision-based methods are particularly interesting due to the costs and min-
imally invasive nature of using cameras. For this reason, researches have been
made efforts to improve the accuracy of algorithms based on visual features to
obtain information from hands, whether for: pose [24], actions [29], gestures [30],
and behaviours [13] among other applications.

Recent approaches based on deep learning methods have outperformed the
results obtained in several of the topics mentioned before [1]. However, these
methods require labeled large-scale datasets to learn properly and generalize to
unseen samples. Furthermore, manually annotating larg-scale datasets is exces-
sively tedious and error-prone [38]. In this line, various datasets have been pre-
sented along of the years generated and labeled with the less supervised way
possible. Such automatic labelling systems may be based on synthetic data [38]
or vision methods with automatic [36] or semi-automatic labelling [27].

The main advantage of synthetic datasets is the ground truth fidelity, but
the lack of total realism on hand textures, geometries, and movements usually
has an impact on performance when automatic learning algorithms trained with
synthetic data are used in real environments. On the other hand, vision based
methods do not always get perfect ground truth and most of the times need
manual refinement.

Despite their disadvantages, synthetic datasets are imposed due the ability
to generate large-scale data at a low cost. Nowadays, we have powerful tools
designed to video games like UnrealEngine, which can render in real time photo-
realistic scenarios. Also, we have access to virtual reality headsets which offer an
immersive experience. These tools added with sensorized gloves have the poten-
tial to generate photo-realistic datasets interacting with virtual environments,
where ground truth may have a high fidelity. As proof of this, in the literature,
several works have successfully applied synthetic datasets using domain transfer
techniques [19,20].

In this project we propose a novel photo-realistic synthetic dataset generated
in a virtual reality environment and powered by a video game engine. Also,
we propose a first approach for joints position detection by means of graph
convolutional networks trained with pointcloud data.
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2 Related Works

In the state of art can be found different datasets approaches oriented to hand
context problems. Most of them are focused on hand detection and pose esti-
mation where different methods are applied to generate and labelling the data.
Many of them have been made with manual annotations, what can involve a lack
in ground truth accuracy and a reduced number of samples to get representative
sets of the problem that we want to solve. In this line, different approaches can
be found which have been captured and annotated manually or semi-manually.

Dexter [21,31,32] and MSRA [33] are two common datasets used in hand
tracking and pose estimation. Both of them have been manually annotated with
a relative small number of samples, 2400 frames in the first case and 2137 in the
second one. Due to the laborious process of labelling, the number of frames is
limited and reduces their applicability in deep learning applications.

Other approaches set up controlled recording scenes in order to get a boost in
the number of labelled frames and minimising the error obtained in the process
with automatic methods. NYU dataset is one example of this process [35], mul-
tiple cameras were deployed and a slow but robust algorithm [22] was applied to
make high accurate joints predictions based on synthetic rendered hands, with
the addition of one possible post-refinement after predictions. Similarly, MSRA
[33] and ICVL [34] first make a pose estimation and then manually reduce the
error. In the first case the ground truth was defined by means of a spherical geo-
metric approach [26], where spheres are used to represent hands poses. In the
second one, it was used a simulated heuristic method [17], which consists of a
preliminary estimation of different poses to finish selecting the most promising.

In order to automate the annotation process and obtain a greater amount
of data, commercial devices were used to automatically annotate large datasets.
In [11,37,38], LeapMotion, ShapeHands and trakSTAR are respectively used to
annotate hands poses. This approach has as disadvantage that in the process is
annotated the ground truth with the device error. In other words, the estimated
pose might not accurately correspond to the real one.

Synthetic datasets have been generated in some proposals. In MSRC [28]
random positions are generated on synthetic hands with depth image frames
and its corresponding pose information. Halfway between synthetically generated
datasets and capture devices, SynthHands [20] dataset use a real-time markerless
tracker to track hands positions and re-target them onto a simulated hand. This
approach allows to generate an accurate ground truth due to synthetic hands
are positioned based on the information received by the device. In contrast with
datasets recorded with devices as LeapMotion or ShapeHands, in this case the
ground truth is accurately defined due to make the annotation after move the
simulation. As a detriment, generated data are not totally realistic, so when it
is tried to transfer the knowledge learned from synthetics, it might not respond
appropriately.

New approaches based on advances in Deep Learning with GAN (Generative
Adversarial Networks) networks [12] have sought to improve the photo-realistic
quality of synthetic images. GANerated [19] performs this procedure, firstly they
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process SynthHands dataset using GAN for image-to-image translation network
to generate images similar to real hands. However, results generated by GAN
networks can hold artefacts on the image, distorting features learned by auto-
matic learning algorithms, producing an effect similar to such trained only with
synthetic data when are used in real environments.

The datasets mentioned in this section have been used in different hand chal-
lenges, like hand pose detection. Different approaches can be found in the state
of the art to solve this task like: regression forest [34,37], cascade pose regression
[33] and deep learning methods [10,11,38]. The last one has outperformed the
results, specially building networks based on CNNs (Convolutional Neural Net-
works) [11,38], even though that recent approaches show potential using graph
convolutional networks [10].

These approaches usually learn from RGB and/or depth information. But in
this project we propose an architecture based on graph convolutional networks
to regress pose information from point clouds defined like graphs.

3 Dataset

Most of the datasets used to make hand pose detection have little data or are
captured in environments with low occlusion. Therefore, it was decided to gener-
ate a new dataset with a crowd of poses for both hands. This data was generated
interacting with daily objects from a first person perspective, and representing
realistic occlusions that can occur with hands from this perspective.

Fig. 1. This figure shows a subset of samples scenes recorded with 6 of the objects
available on the dataset.

To generate large scale datasets our project has been powered by UnrealRox
[16] tool, a plugin designed to work with UnrealEngine. This plugin allows to
generate color and depth images through synthetic but high-realistic scenes, and
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thanks to the use of synthetic data, it is possible to generate segmentation masks
with pixel accuracy.

In our dataset 59 scenes were recorded with UnrealRox, which corresponds
with 59 objects imported from [23]. These objects were published in YCB [3]
dataset, which is focused to grasping studies, even though in this project the
were used to generate occlusion in each recording. The Fig. 1 shows a subset of
the objects used to record our dataset.

In periods of one minute we interact with one of the objects, making move-
ments and rotations with both hands in order to capture different degrees of
occlusion depending on the grasped object and the camera position.

The objects interactions were made with the approach defined in [23], which
consists in using a Virtual Reality Headset and two hands controller to indicate
hands positions in the simulation. Then, when hands are close to the object,
the user triggers the grasp action process, and each finger begins its closing
animation as far as a collision is detected.

Joint 1_1

Joint 1_2

Joint 1_3

Joint 2_1

Joint 2_2

Joint 2_3

Jont 3_1

Joint 4_1

Joint 5_2

Joint 5_3

Joint 3_3

Joint 3_2

Joint 4_2

Joint 5_1

Joint 4_3

Fig. 2. Visualisation of the joints in one of the hands.

The dataset is composed by 59 scenes, 6 cameras have been deployed in each
one of them with different positions and orientations around the head position.
In this matter, different angles of vision were obtained in each frame with both
hands interacting with the object.

3.1 Recording

Throughout the recording, UnrealRox made captures of positions and orienta-
tions in each frame to generate images of color and depth with high realism. In
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Fig. 3. List structure with joints information for each hand.

the same way, it allowed to generate segmentation masks in an automatic and
precise way in the process.

On one hand, the color and depth images are used to generate point clouds. In
this process, we use the segmentation mask corresponding to hands to generate
only points of this object.

On the other hand, we use the hand joints positions to define the labels for
our neural network. UnrealRox is prepared to generate a json file with positions
and orientations of every object in the scene in UnrealEngine world coordinates,
so for each frame we transform world coordinate joints positions to each camera
coordinate system.

Each json file contains a dictionary with two keys binded to lists joints for
each hand (Fig. 2). For each list the first value is the root to hand position. The
following values, are three vectors for each finger (Fig. 3), which are defined by
means of a coordinate system transformation from UnrealEngine to camera.

4 Network and Training

The method used to extract information and regress a pose from point clouds is
based on graph convolutions [14]. In order to define the structure of the graph
we used kdtree with k = 7 to relate each point with its neighbors.

Fig. 4. On the left, a representation of the hands point cloud. On the right, the same
point cloud after voxel grid downsampling with a voxel size of 0.01.
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In order to segment the point clouds we used their segmentation masks.
Before training we also downsampled the point clouds using voxel grid tech-
nique with a voxel size of 0.01 (see Fig. 4) and also normalized the color values,
dividing by 255 each channel. After this preprocessing step, the point clouds
were reduced under 1495 points, which represents the biggest point cloud we
have used. Moreover, in order to obtain a dense tensor which could be used
throughout a fully connected layer, we added points to the graph without edge
connections in position (0, 0, 0) with color (0, 0, 0).

Fig. 5. This figure shows different perspectives of the positions of the joints learned
next to the corresponding point cloud.

Our network architecture consists of two graph convolutional layers with 16
features based on Kipf and Welling approach [14] using ReLu activation layer.
The input to the network consists of the graph represented as a feature matrix
(N x M), where N are the nodes in the graph and M the number of features.
The output of each graph layer is another feature matrix composed by (N X P)
where P is the new number of features. In our case, the first feature matrix is
defined by 1495 nodes and 6 features, corresponding with the number of points
(N) and [color,position] (M). The feature matrix obtained by this approach is
defined by node-level feature vectors, which means that the network needs to be
pooled up to one node or connect the last matrix feature with a fully connected
layer.
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The output of the network is defined by 3 fully connected layers, two of
4096 nodes and the last one of 96, corresponding with the network output. The
activation function used in these layers was leaky relu with a negative slope of
0.2. For training the network, we have used the mean absolute error alongside
the Nesterov optimization using a momentum of 0.9.

4.1 Experiments and Results

We conducted a brief experimentation with the aim to evaluate the effectiveness
of graph convolution detecting hand joints position, and also to test the dataset
itself. This experiment was performed taking six scenes recorded in our dataset:
master chef can, cracker box, sugar box, tomato soup can, mustard bottle and
tuna fish can. The first one has been used as validation set, the next four as
training set, and the last one as test set.

The training set was used to train the network during 1024 epochs with a
learning rate of 0.00001 and L1 regularization with lambda = 0.0001.

Fig. 6. The figure on the left shows the evolution of the loss along of 512 epochs on the
sets of training and validation. The figure on the right shows the percentage of samples
below an error threshold in millimetres on the test set.

The Fig. 5 shows the results obtained in the last epoch and how our network
achieves regress joints positions successfully in training.

The left side of Fig. 6 shows a comparative between the loss evolution in
training set and validation set. This allows observe that the network is not over-
fitting and there is a tendency to generalise with our learning method.

In order to test our network, we chose the weights with the lowest loss in
the validation set, and tested the samples recorded with the object “sugar box”.
On the right side of the Fig. 6, we can see the percentage of samples below an
error threshold on this set. In this graph we can easily detect a lack of learning
when approaching the joints up to their correct positions, since most of them
are between 20 mm and 30 mm of error.
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5 Conclusions

Two main contributions have been made in this project. On the one hand, a
novel synthetic dataset with more than one million of frames has been proposed
for hand challenges, and on the other hand, a first approach of an architecture
based on graph convolutions for hand joints position detection was introduced.

Our architecture has been trained and tested with the developed dataset,
obtaining satisfactory results, therefore showing that it can be successfully
applied to regression problems, concretely to detect joint positions. Since this
project consisted of a first test of the usefulness of our dataset and a brief evalu-
ation of the capacity of graph convolutions to extract features from point clouds
to position regression, very positive results can be extracted from it.

In future works, the authors want to perform a deep analysis of the pro-
posed architecture for hand pose detection. This first application shows how our
network is prepared to learn features and converge from point clouds generated
with our dataset, but it would need to be trained with all the data in order to
improve its capacity to generalise.
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Abstract. There are a range of small-size robots that cannot afford to
mount a three-dimensional sensor due to energy, size or power limita-
tions. However, the best localization and mapping algorithms and object
recognition methods rely on a three-dimensional representation of the
environment to provide enhanced capabilities. Thus, in this work we pro-
pose a method to create a dense three-dimensional representation of the
environment by fusing the output of a KSLAM algorithm with predicted
point clouds. We demonstrate with quantitative and qualitative results
the advantages of our method, focusing in three different measures: local-
ization accuracy, densification capabilities and accuracy of the resultant
three-dimensional map.

Keywords: SLAM · 3D maps · Point clouds · Depth perception ·
Depth estimation · Sensor fusion

1 Introduction

One of the key features of any robot is the ability to localize itself in unknown
environments as well as to build the corresponding map. This problem is known
as simultaneous localization and mapping (SLAM) and is one of the main state
of the art methodologies to provide a mobile robot with navigation capabilities
without prior knowledge. This is not an easy problem because, in order to create
a good map, it is needed an accurate localization. In the same way, to perform
accurate localization tasks a map is needed.

There are several approaches to solve the SLAM problem, but the most
accurate methods to perform this rely on three-dimensional data inputs. Usu-
ally, this kind of data is provided either by a LIDAR sensor, by a stereo pair or
by a RGB-D camera. These sensors are commonly built in on mid-size robots
and larger like the Turtlebot or the Pepper robot. However, small-size robots
do not provide them. There are many reasons that preclude three-dimensional
sensors in small-size robots. For instance, size and weight of these sensors could
interfere in the movement of the robot or they could drain their batteries soon
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enough. Nonetheless, this kind of robots use to come with a regular RGB cam-
era that does not show the mentioned drawbacks and is less expensive. Some
recent approaches, under the visual keyframe SLAM (KSLAM) methodology,
rely in 2D landmark detection to perform localization and tracking. However,
KSLAM methods, whilst performing accurately, do not provide a dense map of
the environment so they can not benefit from the navigation methods that takes
advantage of 3D data.

The small-size robots are intended to be deployed in locations hard to reach
for greater robots and are mainly used for inspection. For instance, they are
commonly used for evaluating the state of the gas and water pipelines [2,14],
or even the electric power lines [4]. They are also used in rescue tasks [10] due
to their ability to get into narrow paths under collapsed buildings. The main
drawback of these robots is that they are fully teleoperated by an expert.

In this paper, we propose a method to provide SLAM capabilities to small-
size robots that do not feature three-dimensional sensors. Our proposal and main
contribution uses the scattered 3D points provided by a state-of-the-art KSLAM
method as support to correctly place 3D point clouds of the environment gener-
ated by estimating depth with a deep learning-based algorithm. Our pipeline only
takes pairs of color images as an input and returns a dense three-dimensional
map and the relative position of the camera. If the proposal is applied to a
sequence of frames, it would finally provide the full map of the environment
and the corresponding localization checkpoints within it. Our approach could be
deployed in any robot equipped with a color camera to enable localization and
dense three-dimensional map generation of the environment, which are far more
easy to understand for human agents.

The rest of the paper is organized as follows. First, relevant works are
reviewed in Sect. 2. Then, our approach is thoroughly explained in Sect. 3.
Section 4 describes the experiments we carried out to validate our method and
the corresponding discussion of the results. Finally, Sect. 5 draws the conclusions
of this work and future research directions as well.

2 Related Works

In this section we review the main contributions to solve the SLAM problem
and depth prediction from a single color image.

The solutions based on key frames are becoming the most common and effi-
cient approaches for building a monocular visual SLAM system at the expense
of filter-based methods [20]. In [16], it was demonstrated that keyframe-based
family of methods outperforms filter-based one.

The main idea of the keyframe-based methods is splitting the camera track-
ing and the mapping in parallel tasks, as originally presented in PTAM [8]. It
performed well in real time for small environments, and was used for augmented
reality applications. For our work, we are focusing in landmark-based systems.
These kind of systems takes advantage of keypoint detection and matching along-
side subsequent frames in order to estimate the camera motion.
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At the beginning, these methods use a visual initialization module to establish
an initial 3D map and the camera pose. When the system captures a new frame,
the data association module guesses a new pose using the information taken from
previous frames, establishing associations with the three-dimensional map. Then,
an error vector between the matches is calculated and minimized using the pose
optimization module. If the minimization fails, they usually take advantage of
different techniques to recover from this error. In the case of normal frames, the
pipeline ends with this step. If the frame was selected as key frame, the system
looks for landmarks, triangulates their positions and expands the resulting map.
In parallel, a task of map maintenance is running to detect loop closures and
minimize their errors.

In order to infer the new pose of the camera, the association module locates
2D features on the image and establish a search window around their locations
to find the correspondence on the previous images. Each feature is associated
with a descriptor to measure the similarity between them. It has been used
low level descriptors as Sum of Squares Differences (SSD), Zero-Mean SSD and
Normalized Cross Correlation (NCC) [7], and high level descriptors as SIFT [12],
ORB [15] or SURF [3]. This step requires fast matching structures to ensure real
time performance.

For the visual initialization, the most common approaches do not use a known
position of the camera with respect to a plane, and use the methods proposed in
[11] to remove the depth from the problem, employing the essential and homog-
raphy matrices. The side effect of this fact is that the reconstructed 3D scenes
are scaled by a unknown factor. The depth is initialized randomly with values of
large variance and it is updated in a looping process until this variance converges
in successive frames.

ORB SLAM [13] is an state-of-the-art monocular SLAM keyframe-based
technique that uses ORB keypoints and descriptors to perform the association
step. It extracts corners using 8 pyramid levels over the entire image and dividing
them into cells to calculate the descriptor. Then, this method discretizes the
descriptor into a bag of words to speed up the feature matching. The viewpoint
could be an issue for the description, so ORB SLAM chooses the descriptors
from the key frame with the slight viewpoint difference with the current frame.

For pose estimation, ORB SLAM considers that the camera moves with a
constant speed, and detects abrupt motions if the number of matched features
goes under a threshold. If this kind of motion is detected, the map points are
projected onto the current frame and matched with the current descriptors. It
is important to remark that it defines a local map with the features of the key
frames near the current frame, so it allows to carry out real-time processing. As
an output, it generates a set of 3D camera poses. For this work, we modified it
to also get the 3D scattered map and the 2D keypoints alongside the frame in
which they appear.

Regarding depth estimation, in recent years, many deep learning approaches
have appeared to estimate depth from monocular images, using an end-to-end
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architecture. Additionally, some of them perform motion estimation too, so they
can be suitable to solve the pose estimation problem.

In 2014, David Eigen published one of the state-of-the-art methods in this
field [6]. First, it uses a network that predict the depth from the monocular
frame in a coarse-scale. Later, this prediction is refined passing local regions to
another network specialized in fine details.

In 2016, Iro Laina presented another interesting research in this area [9]. It
presents a single fully-convolutional network that carries out the depth predic-
tion in a more efficient manner, combining convolutions with the upsampling of
feature maps.

However, single-image methods tend to have problems to estimate the depth
when dealing with unseen types of images.

In 2017, DeMoN [19] proposed a method to profit the stereopsis. It features a
convolutional neural network to estimate the depth and the camera motion from
a subsequent pair of images, similar to the Structure from Motion technique,
but with a learning-based system. This proposal calculates the dense correspon-
dences, the depth and the camera motion between two frames using a single
network. This approach has demonstrated that outperforms the reconstruction
of Structure from Motion with two frames, so the dense representation could be
suitable to generating a 3D map for SLAM. Nonetheless, this approach renders
the predictions in an arbitrary scale. The scale is not even consistent between
two subsequent predictions.

3 Approach

Our approach is focused in computing dense 3D maps using KSLAM methods
and estimated depth. The proposed pipeline takes as an input two subsequent
color images of a sequence and returns the 6 DoF transformation between the
two frames and a dense point cloud that represent the 3D map. The pipeline
could run in a loop so as the camera moves around the environment it would
return an incremental map. Our approach is intended to provide small-size robots
with SLAM and three-dimensional mapping capabilities. However, it could be
deployed in any robot that features a regular color camera.

To do so, we assume a robot moves while captures color images. As the robot
is moving, there exists a transformation between two consecutive frames. This
transformation explains the movement of the robot between these two frames.
Both frames are forwarded to ORB-SLAM2, which follows a KSLAM approach.
This method returns a sparse 3D point cloud of landmarks along with the esti-
mated camera motion.

A depth estimator, which is based in the DeMoN [18] approach, is run simul-
taneously. This deep learning-based method takes as input a pair of images as
well and returns the estimated depth map of the scene with an arbitrary scale.
This depth map is then projected into a dense 3D point cloud that represent the
environment depicted in the most recent image coordinate frame.

Then, the 3D landmarks returned by the KSLAM method are reprojected
into the most recent image of both so a set of 2D points are generated. These 2D
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points are looked up into the point cloud generated before using the very same
coordinates. This is straightforward as there is a 3D point for each 2D point.
At this point we have a set of scattered 3D landmark points computed by the
KSLAM and the corresponding 3D points obtained from the estimated point
cloud. These correspondences are used to compute a transformation between
both subsets of points so the estimated dense point cloud is aligned with the
scattered 3D landmarks. It is worth noting that both sets of points yield different,
arbitrary scales. It should also be noted that as the dense points clouds are
estimated, they yield some error. To compute the correct transformation we use a
RANSAC [1] approach. This algorithm allows us to find the best transformation
despite having some error in the corresponding points. To deal with the scale
issue we compute the transformation using singular value decomposition (SVD)
with scale component [5].

The RANSAC process is as follows. First, we choose 10 random correspon-
dences and compute the transformation (rotation, translation and scale) using
SVD. The resulting transformation is then applied. Finally, we count the inliers.
A correspondence is considered inlier when the corresponding points are under a
distance threshold. This process runs in a loop for 300 times. Finally, we return
the best transformation, namely the transformation that achieved the great-
est number of inliers. This step also helps to filter erroneous transformations.
If the best transformation does not explain at least the 25% of the points, this
keyframe is discarded. We do this because considering that there are some points
that are error prone, the SVD process cannot be performed on the full set of
correspondences as it will lead to incorrect transformations.

The returned transformation matches the relative motion of the camera
between two keyframes. So the proposed algorithm returns the camera local-
ization and the corresponding dense 3D map. This process is applied in a loop,
for each frame of a sequence, to finally reconstruct the environment in which the
camera is moving. A diagram of the pipeline is depicted in Fig. 1.

4 Experimentation and Discussion

In this section, the experimentation methodology and details about the data set
are explained. The different benchmark metrics along the corresponding results
of the experiments are also given.

4.1 Data Sets Description

We have chosen the RGB-D SLAM dataset and benchmark proposed in [17],
as it is one of the main state of the art data sets to test SLAM methods.
This data set contains the color and depth images of a Microsoft Kinect sensor
along the ground-truth trajectory of the sensor. The data was recorded at full
frame rate (30 Hz) and sensor resolution (640× 480). The ground-truth trajec-
tory was obtained from a high-accuracy motion-capture system with eight high-
speed tracking cameras (100 Hz). The dataset is composed of several sequences
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Fig. 1. Pipeline of the proposal. This pipeline is looped as the robot moves to finally
build a full 3D map of the environment.

but we evaluated our approach on the following ones: freiburg1 xyz, freiburg1 -
desk, freiburg1 desk2, freiburg2 xyz and freiburg2 desk. These sequences feature
a range on different linear and angular velocities which will challenge the bench-
marked algorithms.

In addition, we recorded several sequences of different indoor environments
for qualitative evaluation. One of them was in one corridor of the building where
our laboratory is located. This sequence was the selected one because the chal-
lenges it introduces, such as high contrasts, low variation in the structure and a
lot of reflections and lightning flashes due to the glasses in the corridor and the
windows. The results for this sequence can be seen in Sect. 5.

4.2 Localization Accuracy Benchmark

The authors of the dataset also provide some metrics to measure the accuracy of
the benchmarked methods. These metrics are thoroughly explained in their work.
First, the Absolute Trajectory Error (ATE) measures the difference between
points of the true and the estimated trajectory so we can get insight about
whether the final global trajectory is accurate or not. Then, Relative Pose Error
(RPE) measures the error in the relative motion between pairs of time stamps
and so states the accuracy of local trajectory over a fixed time interval. The
implementation of both metrics are freely available by the authors of the data
set and are used as provided.

The results we achieve with our proposal are stated in Table 1. The average
ATE and RPE of ORB-SLAM2 are 0.011588 and 0.014281, with a variance of
0.00006 and 0.000114, respectively. Given this statistic data it is possible to
conclude that the error that the KSLAM commits is over 1 cm yielding a really
low variance across our testing data sets. Thus, we consider it a robust method
that can provide us with a trustful estimation of the camera pose.
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Table 1. Absolute average trajectory error and average relative pose error achieved
by ORB-SLAM2 (O-S2) and our proposal.

ATE (O-S2) RPE (O-S2) ATE (ours) RPE (ours)

freiburg1 xyz 0.008126 0.016362 0.032302 0.032302

freiburg1 desk 0.015965 0.018959 0.104802 0.219784

freiburg1 desk2 0.022276 0.028443 0.119201 0.290972

freiburg2 xyz 0.002442 0.001433 0.077768 0.048959

freiburg2 desk 0.009132 0.006209 0.115219 0.161799

Then, the average ATE and RPE of our proposal are 0.089858 and 0.150763,
with a variance of 0.001297 and 0.012235. In spite of this data showing a bit
more dependence on the data set, this relationship is small enough to trust the
obtained averages, which tells us that translations of over 10 cm are needed to
fit the point clouds.

It is also worth to mention that it was not possible to find good enough
transformations for every keyframe used by ORB-SLAM2, leading to some mis-
matches in the associations between our trajectory and the ground truth, as can
be appreciated in Fig. 2.

Fig. 2. Ground truth (black) vs O-S2 (blue top) and ours (blue bottom) trajectories.
The distances are shown in red. The representations (from left to right) correspond to
fr1/xyz, fr1/desk and fr2/desk.

4.3 Densification Capabilities Test

One of the main contributions of this work is that it returns a dense 3D recon-
struction of the environment. To measure its densification capabilities, we com-
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puted the count of points averaged across all the frames of each sequence of the
data set. The results are reported in Table 2.

Table 2. Averaged count of points across all the frames of each sequence of the data
set for ORB-SLAM2 and our method.

ORB-SLAM2 Ours

freiburg1 xyz 315,156250 49152

freiburg1 desk 265,337838 49152

freiburg1 desk2 202,824324 49152

freiburg2 xyz 284,484848 49152

freiburg2 desk 270,320988 49152

As it can be seen in Table 2, the ORB-SLAM2 approach yielded few 3D
points. This is expectable as these points are the result of matching 2D key
points (ORB) across a minimum of two frames over time. Regarding our method,
it always extracts 49152 3D points from each frame. That is due to the depth
estimation we perform, in which we resize the frames to 256× 192 and, since
predicted values are gotten for each pixel, we end up having always the mentioned
amount of 49152 points for each frame. This known amount of data provides us
not only with more certainty about our outputs but with almost 200 times
more 3D data that ORB-SLAM2 did (the average of O-S2 provided points is
250,537375). This can be clearly appreciated in the Fig. 3.

Fig. 3. ORB-SLAM2 scattered output (left) vs our dense one (right). This results
correspond to the fr2/xyz sequence.

This fact also justifies our pipeline, in which we only use the points pro-
vided by the KSLAM algorithm, which allows us to register the estimated point
clouds with much less computational requirements compared with the utiliza-
tion of a traditional registering pipeline which is based on the extraction and
the description of the keypoints, and matching between them.
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Furthermore, as the depths and, therefore, the 3D points were extracted using
estimations of each pixel, we could assign to each of this points its corresponding
color information, achieving the result shown on the Fig. 4.

Fig. 4. Our output with RGB information (from fr2/xyz).

4.4 Accuracy of the Returned 3D Map

The previous metric measured the density of points. However, the goal of our
approach is not only to produce a dense representation of the environment but
also to do it in as accurately as possible. To measure the precision, we computed
the mean distance of the nearest neighbor between the full 3D representation
achieved by our approach and by ORB-SLAM2 (the sparse map) to the ground
truth. We could have done this using the estimated point clouds, but this would
have given worst results (taking into consideration the error of the predictions),
so we chose to use only the points created by ORB-SLAM2 to be as critical as
possible with our method. The results are shown in Table 3.

Table 3. Mean distance between the nearest neighbor of each point of the produced
3D representations to the ground truth representation.

ORB-SLAM2 Ours

freiburg1 xyz 0.086565 0.0310728

freiburg1 desk 0.040083 0.0464012

freiburg1 desk2 0.086565 0.0626974

freiburg2 xyz 0.066125 0.0557921

freiburg2 desk 0.004647 0.0035932

As the results show, the distances to the nearest neighbour of the output
of our method is between 3 and 6 cm. Being more precise, the average distance
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is less than 4 cm (0.039911), with a variance of 0.000553. These results show a
great precision level, keeping in mind that we are using points generated from
an estimated depth map.

Regarding the ORB-SLAM2 related measurements, we can appreciate higher
distances, between 4 and 8 cm, being 0.065162 the average one, with a reduced
variance (0.000474). This demonstrates that our method not only provides
almost 200 times more data than the used KSLAM method (as demonstrated in
Subsect. 4.3), but this data is also more precise.

5 Conclusions and Future Work

In this work, we propose a method which fuses a visual KSLAM algorithm with
predicted point clouds to generate a dense three-dimensional map of the environ-
ment. The proposal also outputs the camera pose within the map. Our method
is monocular based, namely, it only requires a color camera to be executed.

Our method achieves a localization error of about 10 cm, which is accurate
enough to be deployed in an actual robot. In addition, our method provides
about 50k points per frame, which is way more dense than the original ORB-
SLAM2 visual SLAM algorithm that provides about 202–284 points per frame.
Finally, the three-dimensional map produced by our method yields an error of
about 4 cm compared with the ground truth.

In addition, we tested our approach live in different, challenging scenarios for
qualitative evaluation. The result can be appreciated in Fig. 5.

Fig. 5. Output of our method using our own challenging sequence, seen from the side
(left) and with perspective (right).

Nonetheless, our proposal shows some limitations. First, neither the KSLAM
algorithm nor the predicted point clouds yield a real world scale. Furthermore,
the scale is not even consistent between two consecutive predicted point clouds.
However, the KSLAM does provide a constant yet arbitrary scale. Thus, our
approach provides the very same scale so it does not represent the environment
in real world measure units. In addition, our system relies on the KSLAM local-
ization capabilities. If it fails to provide an approximately correct camera pose,
our method will fail, since the KSLAM would locate the points in a wrong place,
forcing our method to register the dense point cloud there.
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The mentioned limitations are the main focus for the future work. We plan
to address the scale issue by appending a calibration step that would easily
provide real world units to the three-dimensional representation returned by our
method. In addition, we plan to tune the SLAM localization so it can be robust
against eventual localization disturbances. Finally we want to include pixel-level
semantic information to enable a hybrid traditional and semantic localization. To
do this, we will rely in deep learning-based pixel-wise classification algorithms.
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Abstract. Virtual assistants such as Cortana or Google Assistant are
becoming familiar devices in everyday environments, where they are used
to control real devices through natural language. This paper extends
this application scenario, and it describes the use of the Alexa assistant
from Amazon through an Echo dot device to drive the behaviour of a
robotic platform. The paper focuses on the description of the technologies
employed to set such ecosystem. Significantly, the proposed architecture
is based, from the remote server to the on-board controllers, in Low-
Energy (LE) hardware and a scalable software platform. This approach
will ease programmers integrating different platforms, e.g. mobile-based
applications to control robots or home-made devices.

Keywords: Virtual assistant · Human-robot interface · Voice
commanding

1 Introduction

Robotics has made significant progress towards full and shared autonomy in
complex tasks, such as navigation and manipulation. Moreover, they are now
capable of social interaction with human users, presenting a new opportunity
to provide individualized care/assistance/help. A great deal of attention and
research is dedicated to assistive systems aimed at promoting ageing-in-place,
facilitating independent living in one’s own home as long as possible [2]. The
success of these systems depends on their acceptability, that can be described
in terms of attitude, usability and confidence. Under these premises, it is clear
that these robots require to provide natural communication channels to be com-
manded. However natural, intuitive interaction is usually not easy to establish,
specially when engaging a population group (elderly people) in which physical
and cognitive limitations are more common, and the use of new technologies,
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less frequent [3]. One solution to smooth this engagement could be to include a
virtual assistant on the loop.

A virtual assistant is a conversational, computer-generated character that
simulates a conversation to deliver voice- or text-based information to an user
via a web, kiosk or mobile interface [1]. Voice-user interface (VUI) employs dif-
ferent technologies to recognize and process natural language, enabling users to
interact with an artificial agent by just speaking. Similar to the scenario desired
by robotics assistants, the expected result is a more human-like, natural form
of user interface. On the other hand, it is also important to note that voice
assistants in particular, but also robotic controllers in general (e.g. the Jibo
robot1), are becoming smaller, with lower energy consumption, and require less
computing power to operate. This fact is causing voice assistants to be burst-
ing strongly into the world of IoT (Internet of Things). This paper proposes
the use of a virtual assistant as the interface between the human user and the
robotic platform. The advantage of using this scheme is twofold. On one hand,
the robust voice-based framework of the virtual assistants provides a natural
mechanism for interaction, improving the relative low speech recognition rates
(specially in real environments) that can provide previous recognition alterna-
tives. On the other hand, the effort to introduce virtual assistants at home may
take hand in hand the simultaneous introduction of robotic assistants, able of
performing tasks that require manipulation or/and navigation (i.e. agents that
go beyond the mentioned Jibo, which is quite similar to a virtual assistant). The
integration with the non-written guidelines of IoT is considered in our proposal.
Thus, it is built over an architecture that, from the remote server to the on board
controller, is based in LE (Low Energy) embedded systems (e.g raspberry pi or
odroid platforms) and is fully scalable and compatible with other technologies,
as mobile–based applications for controlling robots or any home–made device.

The paper is organized as follows: Sect. 2 introduces the software architecture
as a block diagram that describes the information flow through all components.
Section 3 summarizes the process of natural interaction using voice assistants
and how they allow us easily programming new applications in an abstract way.
Section 4 shows the set of tools and frameworks for programming voice-based
applications. Section 5 comments the hardware used in experiments, from the
remote server to the on board controllers. Section 6 shows a real VUI imple-
mented to control a robot using the Amazon’s Alexa voice assistant. Alexa has
been used to interface robots such as the Lynx2 one, and is fully integrated in the
ES-2A3 robot. In our scheme, the voice assistant and the robotic platform are
included within a heterogeneous and distributed system, which is open to con-
sider other items. Finally, Sect. 7 draws the obtained conclusion of our proposal
and the possible future works.

1 https://www.jibo.com/.
2 https://ubtrobot.com/products/lynx.
3 https://espabot.es/robot-social-es-2a/.

https://www.jibo.com/
https://ubtrobot.com/products/lynx
https://espabot.es/robot-social-es-2a/
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2 Overview of the Proposal

Figure 1 shows the overview of the software architecture. The main goal is to
set a communication channel between the user and the actuation devices. This
channel should include the ability to have a conversation with the user, providing
automatic responses to their entries if required (i.e. a chat bot). In our case, the
channel has two clear end parts:

– The interaction channel with the user: composed by the Alexa assistant,
embedded in the Amazon Echo Dot device, and connected through Inter-
net to the Alexa Voice Service (AVS), that runs on the Amazon Web Services
(AWS) ecosystem4.

– The devices in charge of running the required commands, that may be robots
or other devices.

Within both end parts, the third part is a remote server, in charge of managing
the interaction. Messages will be managed using a publish/subscribe model.
The open-source Eclipse Mosquitto5 broker (MQTT protocol6) was chosen for
carrying out this channel. Mosquitto is lightweight and very suitable for use
with low–power boards. Finally, the required chat bot is implemented using
the RedBot platform, based on Node-RED. All technologies will be reviewed in
Sect. 4.

Fig. 1. Overview of the proposed system architecture

3 Natural Language Processing (NLP) Using the Alexa
Voice Assistant

Natural Language Processing (NLP) is a field of computer engineering and arti-
ficial intelligence (AI) that focuses on voice-based natural interactions between
4 https://developer.amazon.com/de/alexa-voice-service.
5 https://mosquitto.org/.
6 http://mqtt.org/.

https://developer.amazon.com/de/alexa-voice-service
https://mosquitto.org/
http://mqtt.org/
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humans and computers. While research in NLP started in the early ’50s, results
have been traditionally constrained due to the complexity of getting useful data
from voice. The problem has not a trivial solution and, in fact, in order to use
voice for human-robot interaction, several stages related to different problems
must be solved. The first stage, speech recognition, deals with the translation
of spoken language into text. This process is known as Speech To Text (STT),
and it provides a text output that allows a computer processing the potential
data contained in voice in a machine-readable format [4]. The second stage is
in charge of solving the natural language understanding (NLU). The aim
of the NLU is to post-process the text coming from the STT, to interpret and
understand the meaning of a user query or sentence in a non-structured format,
and to convert it into an structured representation [5]. In short, NLU tries to
understand a whole situation context instead of understanding individual words
or phrases. The last stage is known as natural language generation (NLG).
The NLG aims to generate natural language automatically mainly using struc-
tured text (although it is also possible to generate natural language from voice).
Thus, NLG is the reverse stage of the speech recognition phase, so it is also
known as Text To Speech (TTS).

3.1 NLP in the Alexa Assistant

Alexa assistant tackles the problem of NLP in an easy way for programmers.
Regarding STT, the Amazon’s Alexa assistant implements a cloud-based STT
engine that delivers the translated voice through its application programming
interface (API). But the process is transparent to the programmers: all they
need to do is to associate syntactical structures with actions. The syntactical
structures correspond with voice translations, the so-called utterances, and the
associated actions are called intents. The Amazon’s AI engine is designed to
learn as the users use the assistant, so the STT becomes better with time. This
is the reason why Amazon stores the user queries: to continuously train its AI
engine with new data.

After the voice is translated, Alexa assistant allows programmers to extract
useful information from utterances. This is how Amazon brings programmers
the NLU capabilities. To extract specific data from utterances, Alexa uses the
concept of slots. Slots are variables of a defined type that programmers can
embed into utterances, so these ones look like regular expressions or patterns.
Alexa assistant only fires an intent when a translation perfectly matches with
an associated utterance. In that moment, the assistant delivers to the rest of the
system the specific data extracted from utterances through slots. Once an intent
is executed, Alexa can deliver a customized spoken feedback to the user. This
feedback is generated from text data in a NLG phase. This is a recommended,
but optional, feature of this kind of smart devices. The major difference with
other competitors is that Alexa assistant eases this work. The Amazon’s assistant
communicates outside using JSON-formatted messages, and to include a spoken
feedback programmers, it only needs to embed their customized messages into
the original message received from Alexa and returns it back.
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Thus, the whole NLP model of the Alexa assistant can be specified into
JSON-formatted data. Figure 2 shows an example of NLP to command a robot
to turn on or off the light of the living room. In the left side, the red-colored
text corresponds with the application intents. The only one intent has several
slots and utterances associated, which appear as green- and blue-colored text
respectively. Each slot is of a defined data type, and they appear in figure as
yellow-colored text. Note that, in the right side of the figure, each data type
defined by the user is associated with a list of values it can take. The Amazon’s
assistant will only fire the intent switchLight when someone tells the echo device
“tell him to turn on the living room light” or “tell him to turn off the living room

Fig. 2. Alexa NLP JSON model example

Fig. 3. Alexa NLP flow diagram
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light”. Otherwise, no utterance will match with the given order and the voice
assistant will do nothing. Figure 3 shows the Alexa assistant flow. It graphically
draws the scheme described above.

4 Tools, Frameworks, and Services

To program scalable voice-based software for robotics platforms there are several
open-source tools, frameworks, and services available. One of the main advan-
tages of these resources is that they can be self-hosted so, if their source code
or executable are removed from their repositories, our applications can continue
running. Next subsections present the resources that our proposal uses.

4.1 Docker

Docker7 is an open-source project to develop and deliver software in packages
called containers. Containers provide a layer of abstraction and automation of
virtualization of applications that can run on different operating systems (OS).
Docker also provides a mechanism for resource isolation, allowing that indepen-
dent containers can run over a single instance of an OS. Summarizing, Docker
containers are something like lightweight virtual machines (see Fig. 4). In our
proposal, Docker containers (in its version 18.06.1-ce) are used to deploy the
whole system in an easy way. Thus, each self-hosted service, tool or framework
is deployed into an independent Docker container.

Fig. 4. Docker vs. Virtual Machines

4.2 Serveo

Alexa applications require an end-point URL to send user commands outside the
Amazon’s voice service server. This end-point is, in this case, the entry-point of
the proposal we present in this paper. Amazon’s voice service is designed to
communicate over secure connections, mainly using the https protocol. How-
ever, in our case, the entry-point of our system is of type http and not of type

7 https://docs.docker.com/engine/docker-overview/.

https://docs.docker.com/engine/docker-overview/
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https8. Hence, http queries need to be encapsulated into https queries, provid-
ing a compatible end-point to the Alexa applications. This process is known as
tunneling.

Serveo9 is a SSH-based service for port forwarding. It generates a valid https
URL that anybody can use to connect with a specific remote server or service.
In order to get this https URL, it is necessary to execute the following command
in the server side (see Command 1).

Command 1. Obtaining an https URL using Serveo

$ autossh -M 0 -o "ServerAliveInterval�120" -o "
↪→ ServerAliveCountMax�3" -R <custom_url>:80:localhost:<
↪→ own_service_port> serveo.net

In Command 1, autossh is a Linux command that automatically restarts
SSH sessions and tunnels. The autossh command is configured by setting several
parameters. Among the ssh parameters, we found the ServerAliveInterval and
ServerAliveCountMax. The first one indicates the number of seconds that the
client will wait before sending a null packet to the server (to keep the connection
alive). The second one indicates how long a client is allowed to stay unresponsive
before being disconnected. Also, the -R option tells your SSH client to request
port forwarding from the server and proxy requests to the specified host and
port (usually localhost).

4.3 Node-RED and RedBot

Node-RED10 is a very popular programming tool for wiring together hardware
devices, APIs and online services as interconnected flows. It provides a browser-
based editor that eases programming new application flows. Node-RED provides
functionality through artifacts called nodes. Nodes are configurable artifacts
providing a specific functionality. For instance, we can define nodes implementing
REST for rapidly deployment online services. A node output can be connected to
one or several nodes input. In short, different nodes can interconnect with each
other composing flows. Moreover, Node-RED supports custom functionality by
writing JavaScript code. This feature makes Node-RED a powerful application
programming tool. Finally, a flow (or a set of them) models, implements and
executes a whole system. Figure 5 shows two http REST services that have been
modeled and developed using Node-RED. In our proposal, Node-RED (in its
version v0.19.5) is mainly used to process data from Alexa assistant but also to
model the interactions among all the components belonging to the system.

RedBot11 (in our proposal using version 0.16.8) is an open-source Node-
RED-based chat bot platform. This platform allows building full chat bots for
8 We do not have valid signed-certificates for the Alexa SDK and, furthermore, the

chosen communication protocol, http or https, do not affect to the designed flow.
9 https://serveo.net/.

10 https://nodered.org/.
11 red-bot.io/.

https://serveo.net/
https://nodered.org/


582 A. Hidalgo-Paniagua et al.

Fig. 5. Two http REST services developed as a Node-RED flow

Telegram, Facebook, Alexa, etc. through the previously described Node-RED’s
nodes. With respect to Alexa, RedBot provides, among others, nodes that act
as entry-points for the Alexa queries; nodes that filter Alexa intents; nodes for
inserting the user feedback as plain text (that the Alexa engine will later translate
into natural language using its NLG engine); and nodes for sending back the final
response to the user query.

Although these Alexa-related nodes are the most important ones for the
presented proposal, RedBot provides interesting functionality in the field of NLP.
For example, programmers can use RedBot to develop custom chat bots (using
RiveScript12, Recast.ai13, Dialogflow14 or other NLP algorithms) and to easily
extract relevant information (like numbers, email, etc.) from user’s sentences.

4.4 Mosquitto

To explain what Mosquitto is, it is necessary to start explaining what MQTT
is. MQTT (Message Queue Telemetry Transport) is a lightweight machine-
to-machine (M2M)/IoT communication protocol that is based in a publish-
subscribe mechanism. The MQTT publish-subscribe mechanism manages mes-
sages tagged under a plain name called topic. In short, in a MQTT-based sys-
tem, some software entities will send messages out using custom topics. Those
messages will later be received by all software entities that are subscribed to
the same topics. But in order to perform communication between two remote
software entities, MQTT needs a broker (see Fig. 6).

A MQTT broker is the element in charge of managing the network and
transmitting messages. The most popular one is the Eclipse Mosquitto (simply
called Mosquitto). Mosquitto is an open-source lightweight message broker that
is suitable for use on all devices, from low-power single board computers to full

12 https://www.rivescript.com/.
13 https://cai.tools.sap/.
14 https://dialogflow.com/.

https://www.rivescript.com/
https://cai.tools.sap/
https://dialogflow.com/
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Fig. 6. The MQTT star topology

servers. It is fully configurable and has plenty of features that allow programmers,
for instance, to develop secure communications. Both MQTT and Mosquitto
are designed to run over low bandwidth and high latency networks. Moreover,
they require low computation capacity so they are one of the best choices when
working with LE devices. For these reasons, they have becoming one of the
most popular combinations in the IoT field. In our proposal, they are used to
communicate the external agents (distributed robots, in our application scenario)
among them, and with the Node-RED server.

4.5 ROS

ROS15 (Robot Operating System) is an open-source, meta-operating system to
program robots. It provides OS features, including hardware abstraction, low-
level device control, implementation of commonly-used functionality, message-
passing between processes, and package management among others. It also pro-
vides a set of tools and libraries to obtain, build, write, and run code across mul-
tiple computers. ROS models systems as a runtime graph where processes are in
a peer-to-peer network. The processes in the runtime graph are loosely coupled
using the ROS communication infrastructure. ROS implements several different
styles of communication, including synchronous RPC-style (Remote Procedure
Call) communication over services, asynchronous RTPS (Real-Time Publish-
Subscribe) of data over topics, and storage of data on a Parameter Server.

In our proposal, ROS (using the kinetic version) is used in the robot side. Its
objective is to model the robot system and execute the necessary logic to carry
out the commands received from the user.

5 Embedded Systems as Dedicated Services for
Voice-Based Applications

In Sect. 4, we presented the open-source-based resources employed in the pro-
posed system. All these tools only require a few computation resources and
therefore they are suitable to be hosted in single board embedded computers.
In our experiments, two different single board embedded computers have been
15 https://www.ros.org/.

https://www.ros.org/
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Table 1. Main features of the Odroid xu4 and Raspberry pi 3 model B+

Feature Odroid xu4 Raspberri pi 3 model B+

Processor Octa ARM Cortex-A15 Quad 2 GHz
Cortex-A7 Quad 1.3 GHz CPUs

Cortex-A53 (ARMv8) 1.4 GHz

Memory 2 GB LPDDR3 RAM 1GB LPDDR2 SDRAM

Graphics Mali-T628 MP6 Broadcom Videocore-IV

OS Ubuntu 18.04 Raspbian

Consumption up to 15 W up to 5.1 W

tested: the Odroid xu4 and the Raspberry pi 3 model B+. Table 1 summarizes
the specifications for both devices. As the table shows, the Odroid board is worse
than the Raspberry one in terms of consumption, however it has a better perfor-
mance. As the remote server (running Node-RED, RedBot, and the Mosquitto
MQTT broker) is always connected to the electrical network, the power con-
sumption is not a critical parameter at this point. Also, and due to the fact that
the remote server executes a very important part of the system (the Node-RED
flows interconnecting the systems entities), an extra processing capacity is desir-
able. For these reasons, the Odroid xu4 was the selected board to act as remote
server. Robots, on the other hand, are limited by its batteries, so the power
consumption is a critical parameter. This is the main reason why the Raspberry
pi board was selected as a robot controller, because it has enough computation
capacity to meet software requirements (mainly to execute ROS) and it presents
lower energy consumption than the Odroid board.

6 Designed Node-RED Flows

Several Node-RED flows were designed and developed to interconnect the Alexa
assistant with different devices (robots or other actuators). In this section we
present one of these Node-RED flows (see Fig. 7). In many cases, these actuators
are home-made devices, not officially supported by the Alexa ecosystem. So,
this flow can be seen as a starting point for those researchers who want to
control their devices using the Amazon’s voice assistant as a hands-free interface.
Figure 7 provides a numbered snapshot of our proposed architecture. Numbers
correspond to the most relevant parts of the flow, that is detailed below:

1. Alexa Receiver: This is the node acting as the Alexa application’s end-
point. It receives user queries as JSON-formatted documents.

2. Is intent: It connects each Alexa assistant’s intents with a specific node
output. In short, it acts as an intents selector capable of modifying the Node-
RED flow.

3. Take decisions and send data to external agents: Once an intent is
selected, a JavaScript-based function takes a decision depending on the JSON
at the input. It extracts the payload and sends the slot variables via MQTT
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Fig. 7. Designed Node-RED flows (A and B) to interconnect (home-made) devices with
the Alexa voice-based assistant

using a custom JSON message. Before the function finishes, it saves the orig-
inal message into the Node-RED context to allow the rest of the nodes to
use it later (if needed). Furthermore, a debugging node is used (green-colored
node) to test functionality through the Node-RED’s Debugging Window.

4. MQTT subscription node: This node receives an end-device’s status via
MQTT subscriber. After that, it sends the received response (the message
payload) to the next stage in the flow.

5. Switch node: This node checks the message payload received from the pre-
vious stage, and informs whether the end-device is ready to perform any
command sent by the user (‘ON’), or not (‘OFF’).

6. Alexa Speech and Query-Recognition: A Javascript-based function
checks if the current execution was caused by an user order through the Alexa
assistant. This step is necessary as other non voice-based systems, which are
also interacting with the robot, could have triggered this order. If the result is
‘ON’ or ‘OFF’, a speech is performed by the Alexa node reporting its status
to the user. Note that the speech node uses the original message that was
stored in context to carry out the NLG phase.

7. Alexa Sender: This is an output node to send back responses to the Alexa-
based device. A queue with all given commands is set.

8. Delete Context: This function deletes messages in context to allow new
queries to be executed correctly.

7 Conclusions and Future Work

Given the interest of large companies on introducing networked virtual assis-
tants at home, it is expected that these devices will become popular in the
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next years. These assistants are equipped with artificially intelligent frameworks,
which allow users to interact with them and also to use them as interfaces for
commanding other devices hands-free. This scenario offers the user the possi-
bility to interface a smart environment using natural speech. In other words, it
increases accessibility of smart environments, becoming a tool to increase auton-
omy for the most fragile people, such as the elderly or users with disabilities.

In this paper, we describe how the virtual assistant can be connected with
other devices to allow users commanding them. There is no novelties in the
contribution, but an ordered summary of all technologies involved in our pro-
posed architecture is presented, and as described in the paper, the use of some of
these tools is not straightforward. The paper pursuits to ease the programmers
to create a VUI for controlling their home-made (or not) devices, using tools
that have proven their robustness and flexibility (referred to programming) in
everyday environments. This is the main contribution of this paper.

Future work focuses on extending this framework to a more ambitious sce-
nario: interacting with elderly people in retirement houses. This application sce-
nario is considered in the projects that are currently being addressed in our
research group, and that continue the research topics of recently finished projects
such as CLARC16 or LifeBots17. In this scenario, a robust VUI is clearly required
to increase the possibilities of a socially assistive robot to be accepted and used.
Working with elderly people in retirement homes, and using the proposed VUI,
our robots will be able to provide several services such as suggesting physical or
cognitive activities, or showing information about the weather or menu. With the
help of the virtual assistant and chat bot, we will also integrate the robots with
other devices in the environment, increasing the repertoire of activities to be
offered to the users, and allowing these robots become a familiar and welcomed
presence in the shared environment of the retirement house.
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Abstract. Understanding why a particular robot behavior was trig-
gered is a cornerstone for having human-acceptable social robots. Thus,
every robot action should be explained in order to audit, recognize, and
control expected and unexpected behaviors using usual sources of infor-
mation provided by robot software components. Enabling intelligibility
goes through a correct translation of system logs. This paper presents an
initial approach for arranging low-level knowledge extracted from logs
available in the de facto standard for service robotics ROS in order to
be useful for developers and regulators.

Keywords: Accountable robotics · ROS · Trusted robotic platform ·
Accountability · Logging · Continuous auditing

1 Introduction

When thinking in commercializing a robot platform, it is necessary to fulfill dif-
ferent regulations attending the field of use. For instance, the Medical Electrical
Equipment has the rule EC 60601-1-10, which provides the general requirements
for basic safety and essential performance for a set of devices devoted to health-
care. This rule presents the idea of an auditing system supported on logs. These
logs should provide enough information: to determine the root of a transient
behavior on a device; to determine the root of unexpected behaviors when the
device is in regular use; to enhance the quality assurance process of solutions
integrated on a device; and to promote a mechanism for studying the device
status along the time after a catastrophe.

Although logging register has been widely faced in the software industry,
beyond the industrial robots, most of the autonomous robots deployed in real-
world environments lack standardized mechanisms for auditing and mapping
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each robot behavior with the stack of software components that generated it.
For instance, automatic credit reporting is heavily regulated, and different laws
have created to guarantee people’s right to know the logic involved in automatic
decision-making, for example, about creditworthiness. When a robot is deployed
in a supermarket, it should be a clear protocol for mapping each robot behavior
with the set of software components that triggered it, notwithstanding, there is
no regulated mechanism for doing it.

Thus, it is necessary to perform manual auditing of those logs generated
by the Operative System, any middleware software, and final applications. This
process needs to ensure that any robot action may be mapped uniquely to one
or many software components. Manual auditing is a complex process and to
perform it with a certain level of trust, the logs require a particular level of
accuracy, integrity, and consistency of all data generated.

A common strategy used for dealing with accountability in distributed
approaches is to perform a chronological record of all logs generated by the
network nodes [12]. In a robotic environment, the solution is to perform account-
ability based on monitoring, registration and secure data-recording mechanisms
of all robots logs. This approach allows reconstruction and examination of the
sequence of actions and environment status, leading to generate robot behavior
from inception to final results [8]. However, the log system has to show accuracy,
integrity, and consistency of the information generated by each robot compo-
nent. Thus, it is easy to find out who is legally responsible for any behavior
performed by an autonomous agent.

Our research aims at defining a framework for the challenging problem of
performing the accountability process on autonomous robots supported on logs.
This work presents the first approach for dealing with ROS mechanisms of log-
ging for its use in auditing environments. ROS logging engine deals with data
generated from a given set of internal or external events that come from pro-
prioception, interoception and exteroception. This data is known as logs and
corresponds with raw information. This work reviews the current process and
adds some features such as centralization, avoiding missing information, and
presenting a mechanism for storing the log encrypted.

The rest of this paper is organized as follows. Section 2 describes our proposal,
first at the cognitive level and then at the development framework level. Section 3
describes two alternatives for implementing an accountability module. Section 4
discusses the use of both proposals in a basic scenario. Finally, Sect. 5 summarizes
the conclusions and further work.

2 Accountability Design for Autonomous Agents

The design of an accountability process has to take into account the system
resources such as computational, storage, and communications, and the mid-
dleware deployed. Current distributed approaches where the decision-making
process is performed off-board or in cloud solutions turn out to be even more
problematic because it has associated a vast number of components at a different
level of abstraction.
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The accountability process is intended to be fair (free from bias, dishonesty,
or injustice), transparent, explainable and accountable. It is also essential for an
accountability process to be transparent for the robot operation. Finally, it has
to be explainable to ensure that every action the robot takes may be audited
and associated with a software component.

A solution to this problem involves the use of components that implement
the accountability mechanisms integrated into the core of the middleware used.
On the other hand, we also think that this module has to be considered in the
cognitive part of the control architecture [4]. However, this paper aims to deal
with the accountability process at the middleware level, in particular at the ROS
core level.

2.1 Overview

Figure 1 illustrates the main elements involved in the behavior generation on a
service robot. Four components define robot behavior in an environment based
on distributed solutions such as ROS and YARP:

Fig. 1. Behavior generation in Mobile Service Robotics.

1. Physical Layer: Those software components associated with robot hardware
that make up a robotic system. They allow us to get information from the
environment and to generate robot behaviors.

– Sensors: identification of all input sources of our agent connected to
onboard hardware or software sensors.

– Actuators: association of all possible outputs for each actuator. It could
define degrees of freedom, navigation possibilities, actions and robot
behaviors.

2. Control System: This is the engine that determines the robot’s behaviors.
It is composed of several components which run in parallel.

– Nodes: mechanism and engines used for solving the problems and per-
forming tasks and operations. It includes different functionalities, such as
perception and natural language processing.
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– Decision-making: it includes and defines the architecture used for trig-
gering robot behaviors under predefined circumstances. It means finite-
state machines, deliberative architectures, or hybrid approaches.

3. Database Layer: Those source of information generated on runtime or
beforehand for feeding the control system.

– Knowledge Database: knowledge representation of internal/environ-
ment robot status.

– Training Datasets: those datasets used by one or many components of
the control system that is used for learning how to classify external or
internal stimuli. It is necessary to determine the origin of those sources
of information used in the system. Their kind, synthetic or real would
be gathered at run-time or off-line in controlled, semi-controlled or free
world scenarios.

– Models definition: Determine the features and parameters for modeling
and defining the knowledge database and algorithms.

4. Data Stream: those sequences of data generated for each robot component
to receive or transmit information.

– Connectivity frameworks: defines those data streams available in the
robot for addressing node communication. It could any communication
protocol such as Extensible Messaging and Presence Protocol (XMPP),
Data-Distribution Service (DDS), ZigBee, CAN (Controller Area Net-
work) or AMQP (Advanced Message Queuing Protocol among others.

These four elements classically provide a set of different mechanisms for log-
ging their states. Tracking the flow of these elements is possible to infer those
components that generate robot behavior. The logging should answer the ques-
tions needed for accountability: when and where it happened, what components
triggered it, why, how the final behavior was composed and to whom, identifying
if other software components are consuming it.

2.2 Accountability Design

An AI-based system hides different levels of information abstraction. Thus, to
perform the pairing software component-behavior mapping, it is necessary to
define the reasoning process:

(a) Single component, single event: The mapping links a single robot event with
a single software component. E.g., the Perception component recognizes a
bottle.

(b) Multiple components, single event: The mapping links a robot event with
two or more robot components. E.g., an operator defines the robot role as
“Game Mode”, and the robot perceives an individual; as a consequence, the
robot talks.

(c) Single component, multiple event: The mapping links multiple robot event
with a single robot component. E.g., the robot triggers two events: tracking
humans event and talk to people because a software component perceived
an individual in the scenario.
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(d) Multiple components, multiple events: The mapping links multiple robot
events with multiple robot components. E.g., several components are trig-
gering events given the interaction with an individual.

(e) Single event, single behavior: The mapping links an event with a single robot
behavior. E.g., a particular event changes the robot behavior (temporal
event or recognition event or dialogue event).

(f) Multiple events, single behavior: The mapping links multiple robot events
with a single robot behavior. E.g., multiple events change the robot behavior
(temporal event and recognition event and dialogue event).

Fig. 2. Accountability overview using logging.

This reasoning process is depicted in Fig. 2. Each software component trig-
gers different events attending its nature. As a result, an Accountable Logging
mapping is performed trough an auditing process of raw information extracted
from logs. In this process, it is necessary to cross the events generated by each
component. Then, it is possible to link the behavior generated as a result of a
set of these events. Based on these assumptions, it is possible to consider three
labels for classifying the accountability layers.

The Component layer defines the method of accountability based on the
information dumped by all software components running on the system. This
study proposes two different modes inspired by [2]: DEBUG and ADAPTED. In
the scenario of someone trying to understand a robot behavior looking at logs,
when accounts at DEBUG, the user needs to check all log engines running in the
autonomous robot: OS, middleware and application. Nevertheless, this process is
usually performed in a bounded way, and the individual looking for information
adopts the ADAPTED way, it means to dump a specific quantity of components
logs to pay attention only to critical information about the robot behavior.
Consequently, low-level information offered by the middleware is avoided.
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The Events layer defines the method of accountability based on audit those
concrete circumstances that arise as a result of one or many software compo-
nents. In this scenario, an event represents a piece of information that represents
something happening, such as recognizing a bottle or triggering a new inner
status.

Finally, the Behaviors layer defines the accountable method in which it
is possible to infer which components are generating a robot behavior and the
events that trigger it. As a consequence of this mapping, it should be possible to
map the software components that trigger them. The diagram depicted in Fig. 2
presents four accountable behaviors illustrated by stars, at the top level of the
figure. These four behaviors are generated as a consequence of different events
(illustrated by diamonds in the event layer) which at the same time are triggered
by different software component occurrences.

There is, in fact, sufficient information present in the Component level for
performing the accountability. However, the understanding and quality of this
log are insufficient for other users different than software developers. Thus, the
two extra labels allow the connection of every robot behavior with a set of
events and the software components that generated these events. This project
aims to prepare the ROS logging system for simplifying the auditing process
having in mind those different actors that will require to know more about what
is happening in the system.

2.3 Example

An example of these three levels could be illustrated with a service task extracted
from any @home robotic competition: someone asks the robot for something.

The logging layer presents all information from all components of the system.
Different log levels define the amount of information.

– Debug [Timestamp][Comm]Received requests
– Debug [Timestamp][Camera] Optimizing parameters
– Debug [Timestamp][Motor] Sending wheel request
– Adapted [Timestamp][Navigation] Moving the wheels 5 s at speed 1
– Adapted [Timestamp][Localization] Reaching position 3, 3
– Adapted [Timestamp] [Perception] Selected object 16

There is a set of events that are triggered as a result of a set of algorithms-
plans:

– Info [Timestamp] Robot recognizes sentence: “Bring me the apple”
– Info [Timestamp] Robot getting current position: living room

There is a set of accountable behaviors that should be

– Info [Timestamp] [state 1] Starting service process.
– Info [Timestamp] [state 2] Attending individual.
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This example summarizes dumped information generated by software com-
ponents, moreover, highlights the main issues associated with the accountability
process using logs:

– Verbosity: there is a massive amount of information. The process of mapping
is hard to accomplish. The data is even more when working in DEBUG mode.

– Event-component mapping: several components could trigger an event, and
this information would be presented with regular logs.

– Multi-layer auditing: every robot behavior is associated with the four layers
presented above, with a high-level of verbosity, there is a problem for mapping
robot behaviors with the data available. Besides, logging would be presented
as a box that contains dumped information from all robot components (OS,
middleware, applications).

3 Implementation

This section overviews current functionalities established by the ROS logging
system and proposes a set of changes for enhance the auditing process. For
reproducibility reasons, the set of samples defined in the rostutorials is being
used for checking the log process.

3.1 ROS Logging Description

Using logs for accountability implies four different actions: centrally collecting
logs, retaining logs, analyzing/reviewing logs, and protecting logs. ROS has its
logging methods based on state of the art engines. However, it has different
logging weakness that complicates the accountability process.

The Computation Graph Logging bounds the software components defined
in ROS. It defines the ROS core concepts (ROS Master + Param Server and ROS
nodes) and the communication between them (i.e., topics, services and action
lib). In addition to that, it also has ROS Bags, a mechanism for storing robot
messages and playing back.

ROS does have a centralized method for showing system logs, but it does not
show all the process running in the system. The central collecting is performed
into the /home/ < user > /.ros/logs folder, nevertheless the ROS logging
process is seeding information in multiple files.

The logging process in ROS is driven by console log reporting called rosout.
There are two broadcasting methods associated with the two clients available
in ROS: the roscpp, supported on rosconsole, and the rospy’s implementation
supported on logging module. Rosconsole is a C++ package that supports con-
sole output and logging in roscpp client. It provides the interfaces that performs
the logging report. This approach is supported on Apache log4cxx which sup-
ports hierarchical loggers, verbosity levels and configuration-files. Both of them
share five verbosity levels, DEBUG (Received a message on topic X from caller
Y), INFO (Node initialized), WARN (Could not save figuration file...), ERROR
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(Received unexpected NaN value in transform X. Skipping...”), FATAL (Motor
1 has reached 90◦, shutting down).

ROS defines a set of commands for showing the current status of system
parameter server (list, get, set and dump), and the API for Python and C++.
The outputs for accessing the parameter server are dumped in the latest folder
in files: rosout.log and latest/master.log.

Fig. 3. ROS logging solution associated with ROS computation graph.

3.2 Accountability for ROS Developers

The first step for proceeding in accountability in ROS is the activation of the
DEBUG level. Given the twofold approach ROSCPP and ROSPY used in ROS,
it is necessary to update the configuration files on both cases for obtaining a
fine-grain level of logs.

ROSCPP has by default a configuration file located in the folder defined by
$ROS ROOT/config/rosconsole.config. However, it is recommended to work
over an environment variable that loads the log level configuration to the sys-
tem. It means to export the path with the new configuration for setting a
new output for ROS. For example, the file debug config.conf would contain
log4j.logger.ros = DEBUG instead the default log4j.logger.ros = INFO.

On the other hand, ROSPY defines the Python logging.conf file, which
is available in the ROS ROOT folder. The file uses the standard fileConfig
format defined by the Python logging module. Besides, ROSPY also presents
the environment variable called $ROS PY THON LOG CONFIG FILE that
allows temporal overriding of by default values.

There is a third way of changing ROS logs levels using the tool
rqt logger level. It provides a GUI for adjusting individually the level of each
node running on the system.

ROS logging structure (depicted on Fig. 3) presents also an individualized
approach based on the path /.ros/logs and its nested folder: /.ros/logs/latest.
When running the roscore standalone, this folder contains four files that
show the next output streams: master.log, roslaunch− < hostname > − <
roscore pid > .log
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– Roslaunch: roslaunch− < hostname > − < roscore pid > .log

[roslaunch.<subprocess>| protocol][LOGLEVEL] TIMESTAMP: INFO

-- ---- ---- ---- ---- Example ---- ---- ---- ---- --

[xmlrpc][INFO] 2019-07-03 09:47:31,973: Started XML-RPC server

[http://127.0.0.1:44151/]

[roslaunch][INFO] 2019-07-03 09:47:32,091: master.is_running

[http://127.0.0.1:11311/]

– Rosout:rosout.log

TIMESTAMP LOGLEVEL TOPIC NODE_NAME [PATH] [TOPICS] [MESSAGE]

-- ---- ---- ---- ---- Example ---- ---- ---- ---- --

1562139473.540198537 INFO /talker [~path/talker.cpp:115(main)]

[topics: /rosout, /chatter] hello world 801

– Rosmaster

[rosmaster.<subprocess>][LOGLEVEL] TIMESTAMP MESSAGE_TYPE [TOPIC_NAME] NODE_NAME ADDRESS

-- ---- ---- ---- ---- Example ---- ---- ---- ---- --

[rosmaster.master][INFO] 2019-07-03 10:05:04,604: +SUB [/chatter]

/listener http://127.0.0.1:33461/

[rosmaster.master][INFO] 2019-07-03 10:05:04,607: +PUB [/rosout]

/talker http://127.0.0.1:43471/

– Rosout (bis): rosout− 1 − stdout.log

output messages from rosout

-- ---- ---- ---- ---- Example ---- ---- ---- ---- --

re-publishing aggregated messages to /rosout_agg

subscribed to /rosout

The folder also contains a file linked to a node that creates and generates an
event, particularly, showing the rosout logging info. Nevertheless, those nodes
launched with rosrun and those services triggered without invoking ros.init()
will be located outside the latest folder, which increases the difficulty of a straight
forward tracking. In order to obtain more information, we will need to track the
filename, which is a sum-up of a nodeName pid timestampSeconds. This syntax
is not working for those nodes launching services without init. These nodes just
present the name and no extra information. Also, services running in this way,
leave no trace in the rosmaster.log. For finding this information it is necessary
to change the log level for running in DEBUG mode, while when the node has
an init the information is presented in INFO mode.

4 Discussion

Although the accountability process would be fully supported on logs, it is not
a direct translation from them natural language. The logs associated with an
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event should be explicit and present detailed information in order to avoid event
ambiguity. Furthermore, a good design of these logs should be faced as a manda-
tory process for enhancing the understanding of the robot accountable process
to external experts and law regulators [2,5,7] and [9].

The minimal elements for explaining an event can be deduced from current
approaches from data fields such in [10]. The elements for facing accountability
should be:

1. Origin: Identifying who is generating the log event (where).
2. Timestamp: Information about the temporal window in which something is

happening (when).
3. Owner: The user of the information access is revealed (who/toWhom).
4. Access: The method used for generating information (how).
5. Type of action: Define the category of the event (what).
6. Outcome: Results or evidence generated after the event was triggered (what).
7. Reason for access: The reason for the information access is revealed (why).

The scalability of the system also needs to delimit which data are recorded
and how long. This meta-information is different depending on the publisher
node, so we need to decide it for everyone. We require a configuration data
repository to store meta-information data so the Accountability component to
access it. Configuration data will include for each publisher node at least the
following data: the message type, the periodicity and the circumstances required
to record them.

Once decided which messages are going to be stored, we have to decide the
moment to do it. Every time a publisher node sends a message to a topic,
Accountability component will decide if it saves it according to the meta-
information gathered for each publisher node.

In addition to that, it is necessary to face the impact of ciphering information
for loggers. Although we prepared a naive proof-of-concept for evaluating the
impact on the system, the best option goes for completely remove ROS debug
logins, and move it to a specific file where everything is encrypted. The reason
for this approach is that the messages identify the IP’s of the origin, and this
information would be used to identify some users.

Next snippet shows how the information would be presented in current log
files for services, that have synchronization and special interest for performing
several ROS actions.

[rospy.service][DEBUG] 2019-07-05 01:27:06,895: connection from 127.0.0.1:49740

[accountability][DEBUG] 2019-07-05 01:27:06,895: gAAAAABdHotKX5i19Fah0ZjP8qoP_JooLLsmr8c-VN9-

PNe4xdD0exJ1xKW2qBD3DIwuh80FUwq_XskNYmSlXjvxUjSzTb4q1g==

[rospy.tcpros][DEBUG] 2019-07-05 01:27:06,895: [/add_two_ints]: writing header

[rospy.service][DEBUG] 2019-07-05 01:27:06,895: /add_two_ints_server, /add_two_ints,

<class ‘rospy_tutorials.srv._AddTwoInts.AddTwoInts’>

[accountability][DEBUG] 2019-07-05 01:27:06,895: gAAAAABdHotKmi3M6NB5i60XdmbOsd41a8f3ttWJ63CM

L1_8x-Iwc81SLxktUYJvKFj5uDSPYwK00FYAdMrkNlCjfgpcm_6qJSFkwjJG_caM0C_vq0

TZkIWQo7R2tuKlbgIFus_Srk_XuGdl4EVc7ZHWadnHEQFrgQOnhmLmThA5XUnUK4EaBm4h

vEowZT7iA0NFZNKDeoM0

The problem is that the use of DEBUG mode in ROS has an impact on
the system, not only for the nodes but also it has an impact on the roscore.
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To measure it we launch initially ten times the roscore (ROS Melodic) getting
a summary of system resource usage using time command on an Ubuntu 18.04
it presents an increase of 75% on Voluntary context switches having from an
average of 10500 to an average of 19000. In addition, also the involuntary context
switches increases by around 25% rising from 53 to 65 (on average). Thus, we
are decided to reduce the number of regular ROS logs and migrate it to our
accountable option.

Table 1. ROS tools for robot logging and system monitoring.

Technology Visualization Data type Description

ROS system monitor [11] CLI Raw data A system monitoring tool
for ROS (HDD, CPU,
NTP, networking, and
memory)

ARNI [1] CLI Raw data Advanced ROS Network
Introspection

Rosmon [6] CLI Raw data A ROS node launcher
with monitoring features

RQT logger level [3] GUI Raw data
graphically

Graphical tools suite that
wraps back-end logs

Besides, when the log system is dumping to file in DEBUG modes, the
size of files would increase dramatically. For instance, when running turtlebot3
in gazebo world (3 nodes gazebo, gazebo gui, rosout), the rosout-1-stdout.log
increases substantially, 1 megabyte every 3 s instead of a few bytes just in a
basic state of up and running.

Results demonstrate that to perform accountability has overhead effects
over the robot. ROS Logging becomes the primary tool for mapping behavior-
component. However, there is a considerable number of ad-hoc tools created
for evaluating different aspects of the robot, avoiding the impact on ROS logs.
Table 1 presents some of these tools. They were selected based on two parame-
ters: they are available in ROS repositories and they present a Github repository.

5 Conclusions

We believe that a standardized accountability system would facilitate behavior
explanation and forensic analysis of safety and security incidents caused or suf-
fered by service robots. However, to perform the accountability process using
logs is not a trivial task. The process of increasing the logging level for map-
ping the robot behaviors has an impact on the limited resources available in
resource-limited robots.

The initial approach for encrypting the logs to be protected from unautho-
rized access also has a computational cost associated. Besides, it is still missing
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basic properties such as tamper resistance and verifiability, which are planned
to be applied in the next stages of this research.
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Abstract. In this paper, a story-telling social robot is proposed. The
robot is able to modify the evolution of the story considering the emotions
the audience is feeling. To do that, the robot uses the user’s emotion from
his/her face. We have used a deep learning-based model to identify the
emotion. This model was trained and tested on state of the art dataset.
We also demonstrate that involving generated, realistic samples in the
training process as a way of data augmentation does not benefit the
model at all. The mentioned samples are generated by a state of the art
GAN, which is able to translate neutral faces to a range of emotions.

Keywords: Social robotics · Emotion recognition · Data
augmentation · GAN · CNN · Deep learning · Intellectually challenged

1 Introduction

It is well known that the technology is a big help when it comes to assist dis-
abled people. For instance, there is a range of apps that reads text out loud for
the blind using the smartphones’ camera, colour identifiers for the daltonics, or
maps that show the accessibility level of the buildings. Nonetheless, the amount
of solutions for autistic and intellectually challenged people is reduced. Further-
more, the amount of adapted resources is even more reduced when it comes to
cultural content like movies or shows despite the recreational and playful time
is important for a healthy mind.

In this paper, we propose a story-telling app for autistic and other intellec-
tually challenged people. Our application, which is intended to be deployed in a
social robot, modifies the path of the stories it tells by considering the emotions
the audience is feeling throughout the evolution of the tale.

To do so, we rely in a deep learning-based model which is in charge of rec-
ognizing the emotion of the audience by looking at their faces. The stories are
organized as graphs. The nodes are blocks of the story and the edges are the
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 599–609, 2020.
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paths the robot would take considering the emotion. For instance, if the audience
is feeling fearful during a certain block, the robot would choose the path that is
tailored to calm them.

The facial emotion recognition is a tough task. Even the convolutional neural
networks (CNNs) struggle in order to achieve high levels of accuracy. It could be
due to the necessity of more data. In this work, we also explore the possibility
of using generative adversarial networks (GANs) to generate more samples and
improve the accuracy of the classifier.

The rest of the paper is organized as follows: first, a review of relevant state
of the art applications for story-telling, data augmentation techniques and their
impact on the deep learning algorithms are reviewed in Sect. 2. Then, in Sect. 3
we explain our approach for the story-telling app and the method we used to
generate new realistic samples using GANs. The experiments and results of our
proposal are shown in Sect. 4. Finally, the conclusions are stated in Sect. 5 along
with the statement of future research directions of this work.

2 Related Works

There are some works in the state of the art related to story-telling software. For
instance, in [21] the authors proposed an adaptive story application. In this work,
the evolution of the story must be setup by a human agent at the beginning of
each session. The authors tested the approach in a clinic environment with high
success. The potential value of story telling for teaching social skills to autistic
children was addressed in [3]. In this proposal, the software asked the audience
to select the next block of the stories. The digital stories can also be used for
improve the learning process of children with autism as proposed in [13].

The reviewed works agree in that the digital stories helped the intellectually
challenged to improve their learning abilities. Nonetheless, they do not consider
the mood or the emotion the children is feeling. The emotions play an important
role as concluded by [17]. They developed a game in which the players must
express a certain emotion when asked to. In fact, the use of assistive robots is
also explored in [15]. They take advantage of a robot to teach emotional reactions
to children with autism.

Our approach heavily relies in the emotion recognition system. The most
novel approaches take advantage of convolutional neural networks (CNNs).
For instance, in [16], the authors tested different architectures reaching a top
accuracy of 75.2% on the FER2013 dataset. Furthermore, in [11], the authors
explored more powerful architectures reaching a 66.67% accuracy on the very
same dataset. The accuracy levels reached by the models that tackle this problem
are not so high as the achieved on some other issues like object recognition. It
is worth noting that the emotions are shown within a context, and it is difficult
to state the emotion a person is feeling just by looking at a picture of it.

As mentioned before, the data augmentation is commonly used as a method
to increment the number of training samples of a learning system in order to
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obtain better generalization. In our case, the different datasets are clearly unbal-
anced. Data augmentation is commonly used to mitigate this problem. Next,
some data augmentation methods in the context of CNNs are discussed.

First, it is worth noting that the traditional methods to perform data aug-
mentation of images include affine transformations such as shearing, cropping,
reflection, rotation and other modifications that slightly change the geometry
of the samples. Furthermore, some other transformations like contrast addition
or subtraction, histogram equalization, white balancing and sharpening are also
applied [10].

The data augmentation process likely leads to an increased performance. For
instance, in [7], the authors cropped the input image and flipped them hori-
zontally also to generate more samples. The authors altered the intensities of
the RGB channels too. In total, the training data was augmented by a factor
of 2048. As a result, it helped the proposal to achieve the best results so far in
the ImageNet [4] challenge. In [22], the authors tested the effect of several single
data augmentation technique and each of them lead to an increased accuracy.
Furthermore, the authors of [20] stated some of the best practices to take the
most advantage of CNNs in which is remarked the role of the data augmentation.

As mentioned, the data augmentation has many benefits. Nonetheless, this
process works as long as the semantic information of the sample is not modified.
For instance, apply vertical flipping to samples that depict persons is not suitable
as it is very unlike to find upside-down persons on the wild.

Finally, it is worth noting that the idea of using GANs to generate sam-
ples and perform data augmentation was previously tested in several areas. For
instance, in [1] the authors used a GAN to generate new samples and train better
classifiers. The authors of [14] propose the utilization of a style transfer GAN
to generate samples. In [9] they propose a novel GAN architecture focused in
generate data augmentation. Finally, [19] states that the utilization of a GAN
to generate samples boosted the performance on different scenarios. In these
works, the results are polarized. Some of the approaches achieved a remarkable
improvement in the accuracy of the model, whilst others did not experiment
any enhancement at all. We can conclude that the ability of the GAN to create
visually realistic samples is the key to improve the accuracy of the classifiers.

It is also worth noting that we did not find any work in the state if the art
that utilizes a GAN to improve the performance of an emotion classification
convolutional neural network.

3 Approach

The aim of this work is to develop a social robot which is able to modify the
evolution of a story by using emotion recognition capabilities. As mentioned
before, a CNN is in charge of the emotion recognition capabilities. Nonetheless,
as stated in the Sect. 2, the models of the state of the art still have room for
improvement.

To boost the accuracy of an emotion recognition convolutional neural network
we intend to use samples generated by a generative adversarial network. To do
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so, we chose AffectNet [12], which is a state of the art dataset for emotion
recognition. The samples were preprocessed so that the faces are all aligned the
same way and undesirable artifacts removed. Then, the samples of each emotion
were used for training a GAN that translates from neutral to the target emotion.
Finally, these GAN models are used to generate a range of samples which are
mixed with the original dataset. The resultant mix of original and generated
samples are finally used to train a CNN for emotion recognition. Each piece of
the proposal is thoroughly explained in the following subsections.

3.1 Story-Telling App for Social Robots with Emotion Recognition
Capabilities

One of the main contributions of this work is the story-telling robot with emotion
recognition capabilities which is able to modify the evolution of a story based on
the emotions that the audience is feeling. The robot of choice is a Pepper robot.
This is a social robot with high expressiveness capabilities. Its appearance is
enough human-like to be appealing whilst not being unsettling. It features a
range of different leds in the face which are intended to show emotions. It also
has two arms, which are used to boost the emotional capabilities. The images of
the audience are captured by the built-in camera.

Fig. 1. Story-telling app for social robots with emotion recognition capabilities

As shown in Fig. 1, a story is structured like a graph. Each node of the graph
is a block of the story. The robot is monitoring the emotions of the audience
throughout a block by capturing images with its camera and analyzing the emo-
tions. When it reaches the end of a block, the emotions during the block are
averaged and the most present is used to select the next block. The system con-
siders 7 different emotions, as explained in Sect. 3.5. For instance, if the story
intends to focus on happy emotions and a block triggers angry or fear, the next
block would try and change that. Note that the same story block might cause
different emotions to different persons.

3.2 Emotion Recognition Dataset

In order to create a deep learning-based emotion recognition, it is required a
huge amount of labeled data. As mentioned before, the dataset of choice was
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AffectNet. Some other datasets like the Extended Cohn-Kanade Dataset [8],
FER Dataset [5] or EmotioNet [2] were considered. However, we discarded them
because the images were in grayscale, yielded low resolution or the subjects were
overacting.

AffectNet consist of 450, 000 images of faces. The average image resolution is
425×425. The samples come from images and videos in the wild, so the depicted
facial expressions are triggered by a genuine emotion. The dataset is distributed
among the following categories: neutral, happy, sad, surprise, fear, disgust, and
anger. The number of samples is highly unbalanced. We use different subsets of
this dataset for the experiments.

3.3 Image Preprocessing

The images of AffectNet and real environments does not only include the face of
the subjects but the full head and some background too. In addition, heads show
a range of different orientations. These two factors could hinder the learning pro-
cess of both GANs and CNN. Thus, to align the images so the faces yield similar
orientations, we used the face landmark detection of the DLib framework. DLib
is a deep learning–based system, which was trained on the i.bug Facial Point
Annotations Dataset [18], which is able to detect 68 2D points corresponding to
facial features distributed among the nose, eyes and mouth. We only consider
the 4 points that states the start and the end of each eye. Using these points,
a line is computed. Then, the rotation required to align horizontally the eyes is
applied to the sample. This way, every face shares the same orientation. Finally,
the face detector of the DLib framework is used to crop only the face. This way,
the samples are all the same orientation and do not depict hair, background or
other irrelevant features that could harm the learning process. It is worth noting
that this preprocessing is applied to every sample we used either for training or
testing the GANs and the CNNs. This process is shown in Fig. 2.

Fig. 2. Preprocessing steps performed to remove undesirable artifacts like hair or back-
ground and to align every face the same orientation.

3.4 Generation of Realistic New Samples Using GANs

Although the selected dataset contains lots of images, it is unbalanced. Several
emotions contains less images that others. So, we need a method to balance
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the data. To generate new samples we adopted the CycleGAN [23] approach.
This particular kind of GAN is able to translate an image from a source domain
to a different target domain and it does not require aligned samples and ground
truth. Other traditional GANs would generate a sample from a noise vector. Each
value of the input noise vector corresponds to a feature of the target domain.
Other fully convolutional approaches require the same sample in both source and
target domain to be trained. Nonetheless, CycleGAN is able to take as input any
image of the source domain and any image of the target domain as output, and
the system will learn the translation mechanism.

The CycleGAN approach is based on the minimization of the cycle loss.
Actually, this implementation features two different generator networks. The
first generator transforms from the source domain to the target domain, and the
second generator do the inverse operation taking as an input the output of the
first generator. Finally, the loss is computed between the input image and the
output image of the second generator. This way, if this approach is trained to
translate neutral faces to happy faces, the first generator would take the input
neutral face and would transform it to a generated happy face. This generated
happy face would be transformed to a generated neutral face by the second
generator. Finally, the architecture would compute the loss between both actual
and generated neutral face to try and minimize it. This part of the architecture
is depicted in the Fig. 3. The discriminator part of the GAN takes as input pairs
of real and generated images of the target domain. As a result, this architecture
is able to generate visually appealing and realistic versions of the input sample
in the target domain.

Fig. 3. Generator part of the CycleGAN approach.

In this work, we take advantage of this method to generate new samples
depicting each of the target emotions from neutral faces. It is worth mentioning
that we trained a different model for each target emotion. Furthermore, we chose
to translate from neutral to each emotion because the neutral samples are the
category with the most number of samples in any dataset, and because this
emotion can not be overacted.

3.5 Emotion Recognition Using CNNs

To classify the images we adopted a ResNet-50 [6] architecture. This method is
a state of the art deep CNN that achieves better performance than a human in
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the ImageNet challenge. This network takes advantage of the residual concept.
This is based on connecting the feature maps of a certain level with the output
of the subsequent convolutional block. As a result, it is capable of decreasing the
vanishing gradient problem and to enable deeper networks.

We adopted the architecture as is with a minor modification. The number of
neurons of the last fully connected layer was modified to match the number of
emotions considered in each experiment. The final model is intended to recognize
the following emotions: neutral, happy, sad, surprise, fear, disgust, and anger.

4 Experimentation and Discussion

This work intends to demonstrate the influence of GAN generated samples. Thus,
we next describe a range of experiments we carried out to benchmark this.

4.1 Generated Samples

We trained a GAN for the emotions happy, surprise and disgust. We chose these
emotions over the rest because surprise and disgust are by far the category with
the least representation in the datasets for emotion recognition in the state of
the art. The happy category usually yields the most number of samples, so we
used it as a benchmark.

As mentioned earlier, we trained the CycleGAN with the AffectNet dataset.
A preprocessing step was applied to each image as described in Sect. 3.3. For the
training, 2000 images were randomly selected from the dataset and the architec-
ture was trained for 200 epochs. We monitored the cycle loss and the discrimina-
tor loss, and stopped the training when the GAN reached the Nash equilibrium.
Finally, the results were visually inspected to validate that the generated images
are realistic enough. This setup was used for each emotion, thus generating three
different models that takes as an input neutral faces and generates samples of
each emotion. The Fig. 4 shows some results of these models. As shown, the
generated images are convincing enough.

4.2 Classification Accuracy

As mentioned in Sect. 3.5, we adopted the ResNet-50 architecture. We trained the
architecture with different training data setups, but the test split remained the
same across all experiments. A particular sample only pertains to a split and can-
not be found on the rest. The remaining neutral faces of the dataset that do not
appear in the training, validation or test splits are used as a source for the GAN
in order to perform data augmentation. The original source neutral faces are only
used once, so only one generated face across all the data setup corresponds to
an original neutral face. The loss function was categorical crossentropy, which
was optimized by Adam. The initial learning rate was of 0.01.

The results are shown in Table 1. In the first experiment, 10500 original
samples were used for training. A 10% of which were used for validation. In this



606 D. Azuar et al.

Fig. 4. Different samples generated by the CycleGAN. The first column is the source
domain (neutral) and the rest are the target domains (happy, surprise and disgust).
Note that the faces were blended back to the original source image for visualization
purposes only.

experiment the dataset was balanced and no data augmentation was applied.
The model achieved a 49.7% accuracy. The error was evenly distributed among
all the categories except happy. The happy category reached a 40% more of
accuracy than the rest of the classes. This experiment is used as a baseline.

The same trend can be seen in the second experiment. In this case, 2500 sam-
ples per class were involved and no data augmentation was applied. This model
achieved a test accuracy of 53.0%. Despite increasing the number of samples,
only a marginal improvement was achieved.

The third experiment also achieved a similar result. In this experiment, 4500
original samples were involved for every category but for surprise and disgust.
For the categories surprise and disgust only had 2500 original samples and 2000
generated samples. As mentioned earlier, surprise and disgust are the least rep-
resented in the emotion recognition datasets so we intend to evaluate the impact
of using a GAN to generate new samples. As result shown, the influence of the
augmented samples is not noticeable. In fact, the accuracy of the augmented
categories do not allow a definitive conclusion as one class improved and the
other worsen. The accuracy of this model is of 53.1%.



A Story-Telling Social Robot with Emotion Recognition Capabilities 607

Table 1. Results over the test set for the first experiment which involved only original
samples.

Accuracy (%) Angry Disgust Fear Happy Neutral Sad Surprise Mean acc.

2k original 39.2 46.8 46.0 84.6 49.4 38.8 42.8 49.7

3k original 41.0 51.0 51.0 89.6 47.8 53.0 38.0 53.0

2.5k original+ 2k
generated

50.6 44.8 43.2 85.8 55.4 46.0 46.0 53.1

An additional experiment was carried out to test the definitive influence
of generated samples, leaving out the categories that are not augmented. In
this experiment, we only involved the categories happy, disgust and surprise.
We trained and evaluated two models: first, we took 2000 original samples and
then, we took the same 2000 original samples and appended an additional 2000
generated samples. The results were 84% and 82% accuracy, respectively. Thus,
leading again to the conclusion that the addition of GAN generated samples to
the training dataset does not affect the final performance.

In the light of the experiments, it can be concluded that using GANs to
perform data augmentation do not pose a noticeable impact over the accuracy
of a CNNs for emotion recognition.

Besides that, it can also be concluded that the category most easy to classify
is happy. It achieved a superior performance compared to the other categories in
every experiment. This is because the visual features of a happy expression are
very distinguishable from the rest, whilst the other classes yield so much subtle
features.

It is worth noting that the final model integrated in the story-telling app for
social robots was the one obtained in the third experiment because it was the
best performer.

5 Conclusions, Limitations and Future Work

In this paper, a story-telling app for social robots with emotion recognition capa-
bilities is proposed. A convolutional neural network is in charge of performing
the emotion recognition. We explored the influence of involving generated, real-
istic samples in the training step. Despite the GAN in charge of doing so was
able to generate good quality images, their inclusion in the training split did not
improved the accuracy at all. The best performer model was trained on original
data mixed with generated samples, and achieved an accuracy of 53.1%.

The GAN struggle to generate realistic samples of some faces as shown in
Fig. 5. We observed the GAN tends to be error-prone on those samples that are
less represented in the training dataset. In our case, afro-american people and
people wearing glasses. In any case, the inclusion of generated samples in the
training set barely affected the accuracy.

As future work we plan to test our story-telling social robot in a clinic envi-
ronment with actual intellectually challenged children. In addition, we plan to
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Fig. 5. Some visually non-appealing samples generated by the GAN. The left image
depicts the neutral source domain and the left image depicts the happy version as
generated by the GAN.

further improve the emotion recognition system by considering not only visual
features of an instant but of a lapse of time.

Finally, a video of our system working can be seen at.1
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Abstract. Wi-Fi-based indoor localization mechanisms have attracted
many research efforts in recent years due to the widespread use of this
technology. All robots in indoor scenarios use this technology to pro-
vide Internet connection for Cloud services in speech understanding or
human-robot interaction. However, this technology can also be used to
provide localization services based on the Received Signal Strength Indi-
cator (RSSI). Nevertheless, the majority of the current proposed indoor
localization systems spend huge amounts of time in order to set-up the
system in the target environment. In addition, given that the IEEE
802.11 standards leave the RSSI computation up to the manufacturers,
each device which needs to be located has to survey the wireless platform
to correctly calibrate the localization system. To overcome these draw-
backs, this paper presents a novel inter-device calibration procedure for
new potential devices which makes use of a previous calibration carried
out by a different device. The proposed calibration procedure enables
an on-the-fly configuration of any new device with a negligible loss of
localization accuracy.

Keywords: Indoor robot localization · Wi-Fi based · Inter-device
calibration procedure

1 Introduction

The need of localization services has substantially increased over the past decade
[3,13], since it is seen as one of the main pillars towards the successful implemen-
tation of context-based applications. In particular, the localization problem has
a high relevance in fields such as robotics, where the robot’s position is essential
for the provision of services.

Although the localization problem in robots has been effectively solved, the
existing solutions tend to occasionally lose accuracy in large or crowded indoor
scenarios [10]. These solutions usually depend on complementary equipment to
be deployed in the environment, such as Velodyne LiDAR [12], or to be embedded
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in the robot, such as cameras [9]. However, these alternatives are not universal
given the wide variety of robots on the market.

In order to improve the localization accuracy of those challenging situations,
the robot’s localization system can be combined with a complementary local-
ization system. This is not a fusion of localization systems, but an assistance
between different systems for such situations. In addition, the complementary
localization system can also be used for other purposes such as human tracking.
In this way, the robot is released from the continuous location of other agents,
allowing its computational power to be used to enhance the human-robot inter-
action.

Among all the different approaches to develop indoor localization mecha-
nisms [16], Wi-Fi-based is attracting most of the efforts due to two main reasons:
(1) Wi-Fi technology is currently present in most indoor scenarios primarily to
provide Internet connection, thus, the existing wireless platform can be reused
to supply localization services without the need of investing money; and (2)
Wi-Fi technology is currently present in most robots and daily-used devices to
give access to Cloud services. However, its use in providing localization services
involves several drawbacks due to the negative impact on the signal of the inher-
ent indoor scenarios characteristics, such as walls, furniture and people.

Wi-Fi-based indoor localization systems are usually based on the Received
Signal Strength Indicator (RSSI) [8], which measures the received power level
by a Wi-Fi-enabled device and an access point (AP). This metric can be used
to estimate the device’s position, usually using the fingerprinting technique or
a range-based model. The former creates a RSSI map in several positions of
the environment, which is subsequently compared with the real-time RSSI to
estimate the device’s position using a supervised classification algorithm such
as KNN or Random Forest. The latter allows estimating the distance between
these devices, which is then used to compute the device’s position using a trilat-
eration algorithm. Although fingerprinting has proven to be useful in developing
accurate positioning mechanisms [2], the RSSI map has to be updated every
time there is a change in the environment, thus increasing the system mainte-
nance time. In range-based models, the actual signal propagation is described
by a set of parameters which are obtained from the captured RSSI values in the
environment.

In one of our previous works [6], a Wi-Fi range-model-based in-motion cal-
ibration procedure capable of properly describing the signal propagation in a
given environment was proposed. This procedure creates a map representing the
path loss exponent in the whole environment of the widely-used Log-Distance
Path Loss Model (LDPLM) [11], which can be expressed as:

Pr(d) = Pr(d0) − 10 · n · log10(
d

d0
) (1)

where Pr(d) is the RSSI in dBm at d meters, Pr(d0) is the RSSI in dBm at d0
meters and n is the path loss exponent (unitless). This exponent indicates how
the radio signal spreads in a certain scenario.
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The resulting signal propagation representation of this calibration procedure
characterizes the signal attenuation of the calibrated device in each position of
the environment. However, since the IEEE 802.11 standards leave the RSSI com-
putation up to the manufacturers, distinct Wi-Fi chipsets may obtain different
RSSI values measured at the same point of the environment. This is called the
RSSI hardware variance problem [14]. Therefore, the signal propagation repre-
sentation is only valid for the device being calibrated.

In this paper, we focus on making the signal propagation representation of
our previous approach from one device valid for any other Wi-Fi-enabled device.
That is, we focus on the calibration of new devices using the result of previous
calibration. For that purpose, a inter-device calibration procedure is designed
and tested in a real-world scenario.

The rest of this paper is organized as follows. First, Sect. 2 shows some
related work. In Sect. 4, the previously proposed in-motion calibration procedure,
which creates the baseline signal propagation representation, is introduced. The
transformation of signal propagation representation between different devices is
explained in Sect. 5. Section 6 presents the results of the proposed inter-device
calibration procedure. Finally, the main conclusions of this work are drawn in
Sect. 7.

2 Related Work

The development of Wi-Fi-based indoor localization systems and, specially, its
calibration have been studied in recent years. While some authors propose self-
calibrated localization systems [4,5,15], another authors try to solve the RSSI
hardware variance problem between different devices [7,14].

Self-calibration approaches aims to adapt the RSSI between different devices
by using auxiliary devices which are continuously scanning the Wi-Fi network.
Tuta et al. [15] modify the APs’ firmware so that they emit Wi-Fi signal and
capture the RSSI of the wireless platform at the same time. Using the captured
RSSI, the path loss exponent is computed without any manual intervention.
In [5], Fang et al. present some experimental results of three features against
device diversity: Difference of Signal Strength (DIFF), Hyperbolic Location Fin-
gerprinting (HLF) and Signal Strength Difference (SSD). Using these features,
they are able to improve the accuracy with respect to raw RSSI. A similar app-
roach is used in [4], where the authors compute the RSSI difference between
pairs of APs instead of using the absolute RSSI in order to adjust the RSSI
between different devices. Although these works prove to be able to calibrate
new devices, they do not take into account the RSSI variance problem.

Works related to solving the RSSI variance problem try to determine the rela-
tionship between the RSSI values of different devices. In [7], Kim et al. apply
a linear transformation to the RSSI of two devices. The calibration of the new
device is performed by training a linear regression model, which thus converts the
RSSI of the new device into the RSSI range of the previously calibrated device.
In this way, the previous calibration can be used by the new device (both finger-
printing or range-based model approaches). Tsui et al. [14] go one step further by
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introducing more complex models such as Expectation Maximization (EM) or
neural networks. They train such models to convert RSSI values between devices
and they compare its performance with a linear regression model. Although EM
and neural networks carry out a better conversion than a linear regression model,
the number of needed RSSI values increases substantially.

3 Test Environment Definition

We setup our experimental platform in one of the labs of the Albacete’s Research
Institute of Informatics, University of Castilla-La Mancha, Spain. Figure 1 shows
the floor plan of the lab as well as the location of the APs (white squares) which
compose the wireless platform. The lab dimensions are 28.7 m long and 6.4 m
wide, i.e., its total area is 183.68m2.

Fig. 1. Experimental environment layout. White squares denote the location of APs

4 Baseline Calibration Procedure

We follow the calibration procedure proposed in [6] to create the baseline Wi-
Fi signal propagation representation, that is, a map representing the path loss
coefficient of Eq. (1) in the whole environment. This procedure consists on four
steps, as can be seen in Fig. 2. First, the target environment is equipped with a
wireless platform formed by a set of Wi-Fi access points whose position is known.
If the target environment has a wireless platform to provide Internet connection,
it can also be used to supply localization services by obtaining the actual position
of the existing access points. The next two steps are to design a trajectory that
covers most of the environment (calibration trajectory) and travel it while the
smartphone is capturing RSSI values (RSSI gathering). The environment’s actual
position where each reading is captured must be known in order for models be
trained. For this purpose, an auxiliary synchronized localization system can be
used. Finally, the resulting RSSI capture is used to create the signal propagation
representation map.

The calibration procedure has been tested in our test environment (see
Sect. 3) using a LG Nexus 5 smartphone. In Fig. 3, the signal propagation repre-
sentation map of an AP (whose position is represented by a black dot) in our test
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Fig. 2. Calibration procedure of [6]

environment is depicted. As can be seen, the path loss exponent value changes
with the distance to the AP. In the vicinity of an AP, the path loss exponent value
is at its highest. In Line-Of-Sight (LOS) situations, its value remains close to 2.
When Non-Line-Of-Sight (NLOS) situation starts, the path loss exponent value
gradually increases until reaching a value close to 3 in hard-NLOS situations.

Fig. 3. Signal propagation representation map of LG Nexus 5

5 Inter-device Calibration Procedure

The proposed inter-device calibration procedure aims to calibrate a Wi-Fi-aided
indoor localization system for new Wi-Fi-enabled devices based on a previous
calibration of another device. The previous calibration is composed by a map
representing the Wi-Fi signal propagation in the whole environment, called as
baseline signal propagation representation. The goal is then that the new device
being calibrated reuses the baseline signal propagation representation of the
other device without performing the whole baseline calibration procedure.

5.1 Preliminary Study

The baseline calibration procedure has been tested in our test environment using
four different smartphones: Huawei P8, Sony Xperia E1, Sony Xperia E3 and
BQ Aquaris E5. The resulting signal propagation representation maps of each
smartphone can be observed in Fig. 4. Comparing them with each other and
with the one in Fig. 3, it can be seen that they are similar. However, some
differences can be appreciated due to the RSSI hardware variance problem, even
in smartphones of the same manufacturer.

Therefore, a signal propagation representation map created by a device can
be used by a new device to provide localization services without the new device
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Huawei P8 Sony Xperia E1

Sony Xperia E3 BQ Aquaris E5

Fig. 4. Signal propagation representation map of four smartphones

performing the entire baseline calibration procedure. This is due that how the
Wi-Fi signal is propagated in a certain scenario depends upon the AP and the
environment’s characteristics, not upon the device receiving the signal. The only
difference between distinct devices is the RSSI accuracy, i.e., the RSSI values
computed by them. Therefore, converting the RSSI values of the new device
into the calibrated device’s RSSI values, the baseline signal propagation repre-
sentation map can be reused by the new device.

5.2 Inter-device RSSI Value Conversion

In contrast with traditional inter-device calibration procedures, the proposed
approach do not seek to convert the RSSI between devices. This is due to,
although a good conversion can be achieved, a huge amount of trusty RSSI
values (which can’t always be obtained due to the factors affecting the Wi-Fi
signal) are needed. Instead, our calibration procedure modify a parameter of
LDPLM (Eq. (1)) in order to make the signal propagation representation of a
device reusable for another device, regardless of the device type. This means that
a signal propagation representation created by an smartphone can be reused by
a robot or a tablet.

Previous works [14] on calibrating new devices based on previous calibrations
show that the relationship between RSSI values of two different devices is linear.
Since our approach do not seek to convert the RSSI between different devices,
we propose to modify the Pr(d0) parameter value of Eq. (1) to perform the inter-
device RSSI transformation. This parameter is the RSSI at d0 meters, usually
1 meter. The baseline calibration procedure set this value to Pr(d0) = −30, due
to the RSSI accuracy of LG Nexus 5 (specified in its hardware specifications [1])
is [−30, −90]. Therefore, we propose to design a method that tunes the value of
this parameter for new devices.

5.3 Method for Fine-Tunning the Pr(d0) Parameter Value

In order for baseline signal propagation representation map be reused for new
devices, a method for fine-tunning the Pr(d0) parameter value of the new device
is designed. This method consists on three steps, as can be seen in Fig. 5. First, a
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short-distance trajectory whose coordinates are known is designed in the target
environment. This trajectory is then traveled while the new device is gather-
ing the RSSI to obtain the inter-device calibration capture. Finally, using this
capture, the Pr(d0) parameter value is tuned.

Tunning
trajectory
design

RSSI
gathering

Pr(d0)
tunning

Fig. 5. Proposed inter-device calibration procedure

Since the positions where each RSSI reading Pr(d)T is captured are known,
the distance dT between them and each AP belonging to the wireless platform
can be computed. Furthermore, the baseline path loss exponent nb of each read-
ing can be obtained from the baseline signal propagation representation map.
The problem is then to solve the following equation using the inter-device cali-
bration capture:

Pr(d0)T = Pr(d)T + 10 · nb · log10(
dT
d0

) (2)

6 Experimental Results

In this section, we show the results of the experiments carried out to evalu-
ate the proposed inter-device calibration procedure. The primary goals of the
experiments are to determine the localization accuracy of the proposed proce-
dure and the accuracy loss with respect to the baseline calibration procedure.
In order to obtain such accuracy, a particle filter particularly tailored based on
our calibration approach has been implemented [6].

To reach the goals, two trajectories have been defined in our test environment,
as can be seen in Fig. 6, where the starting point is represented by a dot and
the followed direction is represented by the arrows. The one shown on the left
is used to perform the baseline calibration procedure and is 100 m long. It is
also used to determine the localization accuracy of both calibration procedures
and the accuracy loss between procedures. The one shown on the right is used
to carry out the proposed inter-device calibration procedure and is 4 m long.
Both trajectories are traveled several times by a pedestrian holding a different
smartphones at each time. The baseline calibration capture takes 10 min, while
the inter-device calibration capture takes 30 s. The following smartphones are
used: LG Nexus 5, Huawei P8, Sony Xperia E1, Sony Xperia E3 and BQ Aquaris
E5.
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Fig. 6. Testing trajectories: for the baseline calibration procedure (left) and for the
proposed inter-device calibration procedure (right)

The baseline signal propagation representation map is the one resulting of
carrying out the baseline calibration procedure using the LG Nexus 5 smartphone
capture (see Sect. 4). Then, the Pr(d0) parameter value is tuned for all other
devices following the procedure described in Sect. 5. The resulting Pr(d0) values
can be seen in Table 1. The Pr(d0) values of Huawei P8 and Sony Xperia E1
devices are similar to the baseline Pr(d0) value (−30 dBm). This is due to, as
can be seen in Figs. 3 and 4, the baseline maps of LG Nexus 5, Huawei P8 and
Sony Xperia E1 are very similar. The baseline map of BQ Aquaris E5, on his
part, is the most different with respect to the LG Nexus 5 map, therefore, the
Pr(d0) value of this device is also the most different.

Table 1. Computed Pr(d0) values in dBm of each device

Device Huawei P8 Sony Xperia E1 Sony Xperia E3 BQ Aquaris E5

Pr(d0) −29.42 −28.77 −33.20 −35.70

Finally, the particle filter is executed in order to obtain the localization accu-
racy of each device. To do that, the Euclidean distance is used to compute the
error between the position estimated by the particle filter and the actual position
where the RSSI is captured (known from the captures).

The results are depicted in Fig. 7, where the mean localization error in meters
of the entire capture of each device is used. The blue data, labeled as Baseline,
corresponds to the executions that use the baseline calibration procedure to cre-
ate the signal propagation representation map. The orange data (Inter-device)
corresponds to the executions that use the inter-device calibration procedure,
i.e., they use the baseline signal propagation representation map and the Pr(d0)
values of Table 1. As can be seen, the inter-device calibration procedure obtains
worse accuracy than the baseline calibration procedure, approximately 20%.
However, the inter-device calibration accuracy is suitable for locating devices
in indoor scenarios.
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Fig. 7. Mean localization error in m per device

7 Conclusions

In this paper, we have presented a novel inter-device calibration procedure
for Wi-Fi-aided indoor localization mechanisms. This procedure calibrates new
devices based on a previous calibration. To do that, the signal propagation repre-
sentation of the previous calibration is reused and a parameter of the range-based
model is adjusted for every single new device to be located.

The proposed inter-device calibration procedure has been evaluated in a real-
world scenario, achieving suitable localization accuracy in indoor scenarios in a
very short interval of time. In our experiments, there is a loss of accuracy of
about 20%, however, the setup of new devices has been reduced from 10 min
to 30 s, achieving a reduction in configuration time of 2000%. Although this
procedure is evaluated using smartphones, it can be used by any combination of
Wi-Fi-enabled devices, such as robots, laptops or tablets.

As a future work, we propose to test the proposed inter-device calibration
procedure in our test environment using a real robot and a previous calibra-
tion carried out by a smartphone. In addition, we are interested in testing our
calibration procedures in a other environments.
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Abstract. A 3D semantic map can be defined as a grid-based repre-
sentation of the environment, where each bin stores a probability dis-
tribution over the possible elements to be found in it. This probability
distribution can be obtained with any state-of-the-art image classifier,
while the 3D position depends on the localization accuracy of the robot,
the sensitivity of its RGB-D sensor, and the segmentation of the input
image. In this paper, we focus on this last factor, to explore different
options for image segmentation that might improve 3D maps. We will
compare various approaches based on the use of 2D and 3D information
to find relevant clusters of information. They will be evaluated to assess
their suitability for real-time applications.

Keywords: Image segmentation · Object detection · Image
classification · Robot vision · Deep learning

1 Introduction

Semantic segmentation is a pixel-wise classification of an input image, that is,
this process results in both a grouping of the pixels that belong to the same
object (segmentation) and the assignation of a lexical label that represents their
class or category (semantic classification). Additionally, in robotic applications,
these segmented predictions can be associated to 3D positions. Based on this
premise, in [1] was proposed the creation of 3D semantic maps which encode the
object clusters and their classes.

In the original paper, the authors took advantage of state-of-the-art image
classifiers to build a 3D map of the environment with the location of the different
objects. That solution used an efficient sliding window approach that caused
some inaccuracies on the 3D position of the detected elements. To overcome this
situation, in this paper we propose, compare and evaluate different segmentation
techniques to build 3D semantic maps.

Additionally, we must remark the focus on robotic applications, which means
that images will be streamed from an RGB-D device in real time. This results
in several considerations:
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– Each frame must be processed within a small time span. The classification
with a CNN model can run in real time in a modern GPU with enough
dedicated memory, and can also be performed in an adequate time with less
resources. However, we rely on classic segmentation techniques, as there are
not large enough datasets to train CNN models for 3D scene segmentation.
Therefore, we must consider and evaluate different techniques based not only
on their segmentation accuracy but also their processing time.

– The RGB-D images from a Kinect-like camera are point clouds captured from
a specific viewpoint, also known as range images. In the standard generation
of RGB-D images, the color information captured with a RGB camera and
the depth information captured with an infrared sensor are registered to form
an organized point cloud. This means that for every point in the point cloud,
there is a corresponding pixel in the RGB image. If the input RGB-D image
is segmented using 2D techniques, we can extract the corresponding 3D sub-
cloud for each subimage. In a similar way, if the input RGB-D image is seg-
mented using 3D techniques, we can extract the corresponding 2D subimage
for each subcloud.

2 Related Work

Most computer vision tasks can be approached with Deep Learning [2] tech-
niques. Convolutional Neural Networks (CNNs) have sufficiently proven their
remarkable results in complex tasks, like image classification [3], face recogni-
tion [4] or language understanding [5].

Object localization consists in finding the position of the objects that are
placed in the environment, this is mainly a computer vision problem but with
special relevance to robotics applications, like object manipulation or human-
robot interaction. There have been several approaches to object detection and
localization with CNNs. From classification with a sliding window and a refine-
ment of the coarse map [6], to detect regions of interest to classify [7]. Also, CNN
models can be designed to predict both the lexical label of the objects and their
bounding cube [8].

In the case of scene segmentation, the research has been more scarce due
to the lack of large datasets annotated at pixel level. Additionally, the class
categories of these datasets are usually focused on large elements (like cars or
houses) and rarely have information about the type of objects that indoor robotic
applications require. However, recently published datasets, like COCO [9] or
ADE20K [10], have allowed the development of solutions of scene segmentation.
In this area, Fully Convolutional networks [11] are the state-of-the-art, this type
of networks modify part of the standard architecture of a CNN, to directly output
the pixel-wise predictions.

Nonetheless, all these solutions have been designed for RGB images, while
robot vision is by nature 3D. For example, object localization not only concerns
the position of the objects in the image, but also their pose in the 3D world where
the robot is moving. To address this situation, in [1] was proposed the building of
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a 3D map with the position of the different objects in the environment by taking
advantage of the accuracy of CNN classifiers and RGB-D sensors. However, that
approach presents some drawbacks that have already pointed out, and for which
we propose different segmentation methods in this paper.

2.1 3D Semantic Maps

For completeness, this section includes an overview of the 3D semantic maps
presented in [1]. The underlying idea in this approach is that subimages focusing
on the objects in the scene can be used for both classification with a CNN and
to determine the 3D position of the objects.

Given an input RGB-D image I, the first step is to divide it in a set of
smaller subimages. For each RGB subimage II

i we will have a corresponding
3D point cloud or subcloud CI

i , and vice versa. This is a seamlessly conversion
because images streamed from an RGB-D sensor are organized and there is a
direct relation between any point in the point cloud and its corresponding pixel
in the RGB image.

After segmentation, each subimage II
i is classified with a pretrained CNN

model to obtain a probability distribution PCNN
i over the N lexical labels that

the model outputs. Consequently, N will only depend on the dataset employed to
pretrain the model. Meanwhile, each subcloud CI

i will be analyzed to calculate
its centroid (pi) and bounding cube (defined by its minimum and maximum
coordinates, bci and BCi, respectively). Thus, the semantic classification process
(f) of a pair of corresponding subimage and subcloud (II

i , CI
i ) results in the

following function:

f(II
i , CI

i ) =
〈
pi, bci, BCi,PCNN

i

〉
(1)

This information is then used to generate the 3D semantic map, which is
a grid-based representation of the environment, where each bin B stores the
probability distribution of the N categories of the CNN model for that part of
the environment. Unlike non-grid maps, this approach allows to generalize the
map representation to include any object or element that can be detected with
a CNN model, independently of its 3D model or shape. However, the calculated
geometrical properties are given from the viewpoint of the camera, so they must
be translated to the map reference frame to update the corresponding bin. To
this end, we will use the robot pose, at the time when the image was captured,
to calculate the transform from camera to map. After this transformation, the
coordinates are used to calculate the corresponding bin Bj for the prediction
centroid pi in the semantic map.

Each bin will contain the probability distribution of the N classes PB
j , which

are assumed to be uniformly distributed at initialization. When new predictions
from the CNN classifier PCNN

i are associated to a bin Bj , its probabilities are
updated considering a learning rate α using the following equation:

PB
j ← (1 − α)PB

j + αPCNN
i (2)
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Finally, for each prediction the bounding cube dimensions are used to also
update neighbouring points.

3 Segmentation Methods

We can take two approaches to segment the input images and generate the set of
subimages to classify: to perform a 2D segmentation of the image and calculate
the associated 3D subclouds, or to perform a 3D segmentation and classify the
associated 2D subimages. Research in 2D segmentation is more extensive, while
solutions based on 3D information can benefit from the position of the different
pixels besides its intensity value.

Later, we will evaluate these segmentation methods to determine their suit-
ability for robot vision applications.

3.1 Techniques Based on 2D Information

The methods presented in this subsection use exclusively the color information
of the input image to segment the scene. In this case, we opt for two almost
opposite methods: (1) a basic sliding window and (2) a state-of-the-art CNN-
based detector. The geometrical information of the subimages is then calculated
in a similar way for both methods.

Fig. 1. Example of sliding window semantic segmentation using the GoogLeNet model.
Sample image of size 640× 480 with a sliding window of size 160× 120 (4× 4) and
sampling interval of 80× 60. The red points in the right images indicate the central
points of the subimage used to calculate the centroids (green points).

– Sliding window. For the sake of efficiency, we can use a sliding window over
the color information of the image that divides the image in 4× 4 subimages
with overlapping (up to 7× 7=49 subimages to be classified).
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Next, we calculate the subcloud centroid using only the central part of the
subimage, as a CNN classifier will output a higher probability when the image
depicts a single centered object. Additionally, this approach reduces the error
for the centroid pi and bounding box (bci and BCi) because it reduces the
number of background points considered for their calculation. This process
can be observed in Fig. 1. However, if there are not valid points in CI

i to
calculate the centroid, that subimage II

i will not be classified, as we are only
interested in the RGB predictions if we can associate a 3D position to them.
Note that this technique does not actually perform a segmentation of the
image, it just reduces the original input image size to obtain specific proba-
bilities for small objects. Consequently, this technique is expected to produce
general good results in classification but with a low localization accuracy.
This sliding window approach was originally proposed in [1], so it will be the
baseline to compare against.

– YOLO [8]. In this case we use a CNN pretrained to detect objects in images.
You Only Look Once (YOLO) is a network that divides the input image into
regions and, for each region, it predicts bounding boxes and lexical labels.
In our segmentation pipeline, YOLO provides a set of subimages SI

i along
with their predicted lexical labels and their probabilities. Therefore, we can
extract the corresponding subcloud CI

i for each detected object and, with the
subcloud, calculate the centroid and bounding cube (see Fig. 2).

Fig. 2. 3D clusters generated from YOLO detections.

In this case, we are simultaneously performing the segmentation and semantic
classification of the subimages with the same pretrained CNN model in a sin-
gle step, so this option is expected to be efficient. However, YOLO is intended
for localization and/or detection applications, not segmentation. Thus, the
predicted 2D bounding box might result in localization errors due to back-
ground data or occlusions.
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3.2 Techniques Based on 3D Information

The methods presented in this subsection use the geometrical information
encoded in the input point cloud to determine the clusters that might contain
objects of interest.

– Region growing segmentation (RGS) [12]. This 3D segmentation method
uses a smoothness constraint to separate the different parts of a point cloud,
that is, it finds smoothly connected areas in point clouds.
In this case, we perform a region growing segmentation over the image cloud
CI , which will result in a set of subclouds. Then, for each subcloud CI

i we
obtain its geometrical features (centroid and bounding cube) and its corre-
sponding subimage II

i . In order to classify it with the CNN model, II
i will not

contain just the pixels associated to the points in CI
i , but also the background

points needed to fill the image and a small padding (see Fig. 3).

Subcloud Subimage

Coffee mug (50%)

Laptop (21%)

Fig. 3. Example of subimage generation with region growing segmentation. The cen-
troid (green point) and bounding cube (blue) are calculated using the cluster dimen-
sions. The subimage is generated with color information of points from the subcloud
and additional neighbouring points to fill the RGB image, then a padding is added
(lighter border).

As some of the subimages that result from this segmentation process might be
too small for a CNN classifier, we set a threshold to establish a minimum size.
This threshold avoids the classification of images that are not informative
enough and, thus, it reduces the number of subimages to be classified by
frame, which will also reduces the computation time.



626 C. Romero-González et al.

– Constrained planar cuts (CPC) [13]. This case follows the same pipeline
as region growing segmentation to calculate the geometrical properties of the
clusters, but using CPC segmentation instead. This algorithm over-segments
the input point cloud into an adjacency graph of supervoxels [14] and uses
local concavities as an indicator to determine inter-part boundaries. The ini-
tial over-segmentation of this process can also generate small images that are
not adequate for classification, so we follow the same process described in the
previous segmentation method, where we define a threshold to discard images
with a small size. In Fig. 4, we show a sample of cloud segmented with this
method.

sretsulcCPCslexovrepuS

→

Fig. 4. CPC segmentation based on supervoxels adjacency.

4 Experiments

There are two main criteria to be considered when evaluating these semantic
segmentation algorithms. The first is the time employed for both the segmen-
tation and classification of each frame. The second is the quality of the final
predictions. Thus, we are going to compare quantitatively the time and number
of subimages processed with each technique, and qualitatively the semantic map
generated by each method.

We have evaluated our proposal in a home-like scenario, a small room with
areas corresponding to a dining room, a kitchen, and a living room. And we
have placed the following objects: laptop (x2), coffee mug (x3), water bottle
(x2), table (x1), chair (x4), and couch (x1), spread through different “rooms”.
As robotic platform we have used a PeopleBot robot, with an ASUS Xtion PRO
Live camera installed on top of it. We have recorded a sequence of 531 images
with the robot following the path shown in Fig. 5, where the robot is able to
visualize all the objects in the environment. This sequence is used to generate
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the maps with the different methods that we want to compare, so the same
images and robot poses are used to avoid any bias due to these factors. The
images are processed with an nVidia GeForce GTX 970 graphics card.

Fig. 5. Map with the location of the different rooms in the environment (left) and the
path followed by the robot for the semantic map generation (right), which allows the
robot to visualize all the objects in the different rooms.

4.1 Semantic Maps Comparison

Figure 6 shows the maps generated after processing the recorded sequence with
the different segmentation techniques. In this figure we can observe the final
map and several captures of the different rooms to compare against their ground
truth pictures.

In general, 2D segmentation methods are better to identify larger objects
(like the table or the couch), meanwhile 3D methods are able to detect smaller
objects (like coffee mugs). Also, the use of 3D segmentation results in a more
precise update of the bins in the map, because 3D clusters allow to only update
the map bins that belong to the subcloud. Otherwise, 2D subimages usually
include occlusions within the bounding box that are mistakenly considered the
same object. Additionally, 2D methods tend to generate false positives in the
background due to the irregular shape of the objects within the bounding boxes.

3D methods seem to suffer from false positives, where large clusters are iden-
tified as only one of the objects contained in them. For example, while classifying
a cluster imaging a table, the assigned label is “laptop” because it is one of the
elements on the table. In this regard, the best option is YOLO, as the obtained
bounding box better adjusts to the object. Also, as a detecting algorithm, YOLO
produces fewer false positives than the other methods.
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Fig. 6. Comparison of segmentation methods, from top to bottom: sliding window,
YOLO, RGS, and CPC.

Finally, it is important to remark that the accuracy of 3D semantic maps
also depends on both the localization error of the robot and the sensibility of
the camera. Consequently, some of the inaccuracies in the final maps might be
the result of these factors, instead of being segmentation errors.

4.2 Performance Evaluation

In Table 1 we show the segmentation and prediction (classification or detection)
times for the proposed methods. Each value is the average time for all the frames
in the recorded sequence. On the one hand, the methods that produce fewer clus-
ters require less classification time. On the other hand, the segmentation itself
might be too expensive to be used in real-time applications. This is the case
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of RGS, which produces a small number of subimages per frame and, conse-
quently, has the smallest classification time, but the segmentation time makes it
inadvisable to run in real-time.

Among the other considered methods, YOLO clearly outperforms the use of
a sliding window or CPC. Being a detection method, instead of classification,
its prediction time is considerably lower and the number of subimages in each
frame is also the smallest.

Table 1. Times for the different segmentation methods. The results are the average
for all images in the test sequence.

Time (s) # Subimages

Segmentation Prediction Total

Sliding window 0.015 0.341 0.374 49.00

YOLO 0.138 0.138 5.80

RGS 5.791 0.106 5.908 14.66

CPC 0.499 0.267 0.781 38.79

5 Conclusions

We have presented different options to exploit the high accuracy of CNN-based
image classifiers and detectors. We have evaluated and compared the different
proposals and, in general, the best option would be to use a pretrained object
detector, like YOLO, as it is the fastest alternative to detect and classify the
elements in the image, and the bounding box is better adjusted to the objects.
However, it still generates false positives in the map, due to background points
also being updated.

There are two main drawbacks with the segmentation methods studied in
this paper: 2D segmentation methods are susceptible to background noise and
occlusions while 3D methods tend to over-segment the input image. So, in future
works, it might be interesting to consider mixed solutions that try to cancel out
these issues. For example:

– Sliding window + CPC. The underlying idea is to classify larger subimages
than the ones obtained with 3D segmentation but to take advantage of the 3D
clusters to calculate the geometric features. In this scenario, the subimages
provided by the sliding window approach would be classified to obtain the
lexical labels, but the centroid and bounding cube would be calculated using
either the biggest cluster in the subcloud (segmented with CPC) or the cluster
closest to the subcloud center.

– YOLO + CPC. Given the high accuracy of deep learning techniques in com-
puter vision tasks, if the platform has enough hardware resources, it would be
advisable to use YOLO for detection and classification, and CPC to calculate
the geometric features.
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In theory, 3D semantic maps would benefit from more accurate object detec-
tions but would require more computational resources, because the segmentation
process would be more complex. Additionally, our results show that detection
CNNs for RGB images offer a better segmentation of the scene to calculate
3D geometrical features. This is clear evidence that 2D semantic segmentation
approaches would considerably improve the quality of generated maps. However,
current solutions have some difficulty segmenting smaller objects in the scene
[15], and cannot be exploited for the generation of 3D semantic maps yet.
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Abstract. Service robots at homes or works are expected to upload
data that can be used by companies to fix the controllers and improve
robot behaviours. Nevertheless, this is a delicate issue that concerns data
privacy. Instead, we propose an iterative process of local learning (in
the robots) and global consensus (in the cloud) that still preserves the
benefits of learning from the crowd but when models instead of data are
uploaded to a server. This strategy is also valid for mobile phones or other
devices. In fact, in order to work with a heterogeneous community of
users, we have applied our strategy in a real problem with mobile phones:
walking recognition. We achieved very high performances without the
need of massive amounts of centralized data.

Keywords: Semi-supervised learning · Ensemble learning ·
Continuous learning · Machine learning · Intelligent systems

1 Introduction

The presence of an increasing number of service robots at our homes, companies,
etc., is something that we all take for granted, and most likely the number of
robots around us will grow in an exponential manner. Nevertheless, there is
also a high chance that these robots will be connected to the cloud and they
will certainly transfer data from their environments to the companies that built
them. This transfer of data will be justified by the need of detecting and improve
robot limitations, or to detect future advances that we will receive with our open
arms and that for the companies will mean an increase in their billing. It is true
that the problems that will arise when moving robots from laboratories to real
environments, or the way people will react to them, are highly unpredictable.
The availability of data collected from these real environments and from real
c© Springer Nature Switzerland AG 2020
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working conditions will represent an invaluable source of information to improve
models and, in consequence, robot behaviour, thus benefiting robot consumers.
The problem is how to perform this without putting at risk our privacy or giving
away too much information. Besides, as true as it is the fact that learning from
the crowds represents a fast way of improving performance in a short period of
time and when each individual provides only a small portion of data, it is equally
true that these consensus-based models might have to be tuned to the specificity
of the hardware, sensors, users, or environments, to mention but a few examples.

In order to face these challenges, in this paper we introduce a first app-
roach to a “glocal” learning strategy: a cyclical process that will consist on the
achievement of local models, on the robots themselves, but which will be lat-
ter refined by an ensemble learning in the cloud. These global models will be
then returned to the robots so that they speed up the local learning and help
to quickly improve robot behaviour, at the same time that they are subdued to
a new local adaptation process, after which the model will return to the cloud.
“Glocal” means, in this case, a cyclical process of local learning, in the device
itself, which can later be further improved at the global level, in the cloud. This
cyclical process of global consensus and local adaptation can be repeated indefi-
nitely over time. The fact that only models are moved amongst the local robots
and the cloud, will help to protect, up to some extent, local privacy. It will more
difficult to re-obtain data from models, but still preserving the benefit from the
global interaction and exchange of models.

Obviously, this strategy will not be exclusive for robots. On the contrary, it
can be applied to all the wide variety of mobiles devices that we carry every day
and that are connected, as it is the case of our mobile phones. In fact, in this
article, we will show the performance of our approach when it is used to solve
the specific task of walking recognition in mobile phones. One of the reasons
why we have chosen mobile phones, instead of robots, to test our proposal is
simply by the fact that it is easier to get a small community of people (and
hence devices) working and sharing experiences. We are not a company selling
thousands of robots from which we can get data. On the other hand, it is also
easier to achieve data and local models provided by non-expert users acting
normally, at everyday conditions. In opposition to the classic crowd-sourcing
concept in which an heterogeneous group of individuals voluntarily take part
in solving a particular task or problem, in our case we do not wish the active
participation of the users. Finally, working with mobile phones is not far from
robots, as somehow they can be seen as a kind of service robots. It is Vincent [1],
who takes the mobile phone as an example of an ordinary device that in close
dependent interaction with its user is developing into an “emotionalized social
robot”: the device alone is not the social robot, it is the combination of user and
mobile phone that is the social robot.

A common strategy to introduce Big Data and Deep Learning in the context
of mobile devices and robots is to take the data to the cloud. However, this
strategy poses several issues, such as the huge amount of data traffic that is
generated and the possible privacy problems. There are also some alternatives
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that suggest that the learning process could take place in the cloud and the
learned model could be then transferred to the mobile device, which is where
it is executed [2,3], or that there may even be a final adjustment of the model
and adaptation of some parameters at the local level. Hybrid solutions using
local and cloud computing have also been explored. For instance, Deep Neural
Networks (DNNs) operate in two stages: an unsupervised pre-training and a
fine supervised tuning with backpropagation algorithms. In this way, the pre-
training could be carried out in the smartphone and the supervised training
in the cloud [4]. However, any of these strategies would still involve moving a
significant volume of potentially sensitive data and operates in a single cycle of
learning without continuous adaptation.

The strategies most suitable for glocal learning are some of those suggested
in the field of large-scale learning, field in which is common to deal with natu-
rally distributed datasets [5]. However, distributed learning literature focuses on
scalability, i.e., storage, communication and computational costs. The proposed
algorithms are typically supervised distributed methods characterized by finding
an optimal solution that, once found, is not changed. This is not appropriate in
realistic and non-stationary environments and can even be risky when the learn-
ing system faces evolving states – we are talking about complex tasks where the
learning system sees different parts of the whole over time–.

2 Glocal Learning

Figure 1 shows a diagram of our generic proposal of glocal learning. As we can
see, it is a cyclical architecture built from a society of devices; in the figure
they are smartphones, but we could think of any other set of devices, either
homogeneous or heterogeneous, including tablets, wearables or robots. In any
case, each device is able to perceive its environment through its sensors and is
connected to the cloud.

Iteratively, each of the devices creates and refines its own local model of the
learning problem that is intended to be solved. For that, devices are continuously
acquiring and storing new information through their sensors. This information is
raw data, which surely must be (locally) preprocessed before being able to use it
in a learning stage: noise detection, data transformation, feature selection, data
normalization, instance selection, etc. Local models are sent to the cloud where
a new learning stage is performed to join the local knowledge, thus obtaining a
global model. The global model is then shared with all the devices in the network.
In this way, each device has its own modeling of the problem and the global model
and can combine that knowledge to make predictions about unseen situations.
Moreover, each device can take advantage of the global model to improve the
local one. New data is continuously recorded in each device and will be also used
to retrain better local models or refine existing ones. Of course, an improvement
of the local models will result in an improvement at the global level too. Note
that, as the information available at the local level will increase progressively, it
may be convenient in the preprocessing stage to select the most recent or relevant
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Fig. 1. Diagram of the glocal proposal.

information, thus deleting unnecessary data that occupy storage memory of the
device.

2.1 Semi-supervised Glocal Learning

We believe that the glocal architecture that we have just described can be
extended to any machine learning scenario: supervised, semi-supervised, unsu-
pervised, reinforcement or multi-task learning. In this work, we have focused
on a semi-supervised classification proposal because we realized that a semi-
supervised context is quite common in many real problems in mobile devices.

We have addressed the glocal problem from a semi-supervised point of view
by specifying the general glocal proposal from Sect. 2 as follows: We propose a
semi-supervised scenario at the local level, in the devices, while a supervised
strategy will be applied for for the fusion of models at the global level.

For the supervised learning at the global level we decided to use an ensemble
method, specifically we apply stacking [6]. Stacking is a technique for achieving
the highest generalization accuracy which tries to induce which classifiers are
reliable and which are not by using a meta-learner. Stacking is usually employed
to combine models built by different inducers. It creates a meta-dataset that,
instead of using the original input features, uses the probabilities of the predic-
tions made by the local classifiers as the input attributes. The target attribute
remains as in the original training set. The meta-learner we chose was a SVM,
but it could be any other traditional classification algorithm.
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At the local level, we have a classification problem in which each device in the
network, d1, d2, . . . , dn, has a set of training data TS 1,TS 2, . . . ,TSn, in which
not all data is labeled. Each of these sets contains labeled data (L1 ⊆ TS 1, L2 ⊆
TS 2, . . . , Ln ⊆ TSn) and unlabeled data (U1 ⊆ TS 1, U2 ⊆ TS 2, . . . , Un ⊆ TSn).
In fact, it will be common that Ui � Li for any i ∈ {1, 2, . . . , n}. For this
semi-supervised scenario, we use another traditional classifier combined with a
method of labeled data expansion that allows to take advantage of the unlabeled
data. In particular, we train another SVM and we expand the labeled set using
a technique similar to the one used in the self-training algorithm, the simplest
method of semi-supervised learning and probably the earliest proposal about
using unlabeled data in classification [7–9].

Self-training is a wrapper algorithm that repeatedly obtains a model using
a training data set, TS , which contains labeled data, L ⊆ TS , and unlabeled
data, U ⊆ TS . The method starts by training on the labeled data only (L). In
each step a part of the unlabeled points is labeled according to the current deci-
sion function; typically the decision function selects the examples for which the
prediction of the classifier has a high degree of confidence. Then, the supervised
method is retrained using its own predictions as additional labeled points. As
the iterations progress, the size of U is reduced. The algorithm ends when there
is no more data in U or an improvement in the performance of the model is not
achieved. Figure 2 shows graphical representation of the self-training process.

TS

Train model Classify 
unlabeled data

Filter examples 
by confidence

labeled 
examples

unlabeled 
examples

confident 
examples

classified 
examples

model

Fig. 2. Diagram of the self-training algorithm.

If we directly applied self-training for the local learning of our proposal,
we would not be doing a glocal learning. To take advantage of the knowledge
globally agreed in the cloud, our proposal uses the global model for labeling
data that has no label. In each iteration, we use the latest global model to
make a prediction for all the unlabeled data of each device. Then, we filter those
predictions based on their degree of confidence. We define the confidence of a
prediction as the probabilistic value between 0.5 and 1 given by the classifier
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for the most likely class, where 1 would means that the classifier is totally safe.
We accept the prediction as the real label of the example when its confidence is
equal to or greater than a threshold γ, whose optimal value we have empirically
set at γ = 0.9. Low thresholds (γ < 0.8) introduce a lot of noise in the training
set, while very high thresholds (γ ≥ 0.95) allow to add very few examples in
each iteration. Therefore, we consider that γ = 0.9 is an adequate value.

Figure 3 summarizes the whole iterative process of semi-supervised glocal
learning. In iteration 1, the first step is to obtain a local SVM for each device i
using the labeled data Li. Then, local models are sent to the cloud, the global
model is obtained using stacking and finally it is sent back to the devices. In
iteration 2, global model from iteration 1 is used to classify unlabeled instances
from U1, U2, . . . , Un, to expand the local data used for training. Then, a new
local SVM is obtained in each device, and a new global model is agreed in the
cloud. This process is repeated cyclically.

Fig. 3. Diagram of the semi-supervised glocal proposal.

Note that in our proposal, in each iteration, the labeled data set of each device
(L1, L2,. . .Ln) is expanded not only with classified data from the unlabeled sets
(U1, U2,. . .Un), but also with new labeled data recorded by the devices that was
not yet available in the previous iteration. Note also that, as we use stacking
to combine the local models, no restrictions are imposed in the selection of the
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classifiers, both locally and globally. Despite we have chosen SVMs, any tradi-
tional learning algorithm can be used to obtain the local and global classifiers.
In fact, the employed strategy could be different among the participants and the
iterations. Thus, the set of local models could be homogeneous or heterogeneous.

3 Experimental Results

In order to evaluate the performance of our algorithm for semi-supervised glocal
classification proposed in Sect. 2.1, we have selected a real problem of non-trivial
solution, the detection of the walking activity on smartphones.

It is relatively easy to detect the walking activity and even count the steps
when a person walks ideally with the mobile in the palm of his/her hand, facing
upwards and without moving it too much. However, the situation gets much
worse in real life, when the orientation of the mobile with respect to the body,
as well as its location (hand, bag, pocket, ear, etc.), may change constantly as
the person moves. Figure 4 shows the complexity of this problem with a real
example. In this figure we can see the norm of the acceleration experienced by
a mobile phone while its owner is doing two different activities. The person and
the device are the same in both cases. In Fig. 4a, we can see the signal obtained
when the person is walking with the mobile in the pocket. Figure 4b shows a
very similar acceleration signal experienced by the mobile, but in this case when
the user is standing still with the mobile in his hand, without walking, but
gesticulating with the arms in a natural way.
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Fig. 4. Norm of the acceleration experienced by a mobile phone when its owner is
walking (a), and not walking, but gesticulating with the mobile in his/her hand (b).

In a previous work [10], we solved the problem in a classical way using an
ensemble of traditional supervised SVMs. For that, we collected data from 77
different people walking and not walking in several conditions. Obtaining large
amounts of labeled data in the context of mobile devices is not straightforward. It
usually requires the active participation of a multitude of device users and possi-
bly also of one or more domain experts. What we did in our previous work [10] to
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get a ground truth was to ask the volunteers to carry a set of sensorized devices
in the legs (besides their own mobile) tied with sports armbands. We will use
this dataset as test dataset to measure the performance of all the models (both
local and global) obtained in our new experiments, which we describe below.

In contrast to our previous work [10], in this case we assumed a more realistic
scenario in which it is not possible to label the data easily. In particular, we
developed an Android application that samples and logs the inertial data on
mobile phones continuously, after being processed. These data are all unlabeled.
Nevertheless, the app allows the user to indicate whether he/she is walking or
not through a switch button in the graphical interface, but this is optional, so
depending on the user’s willingness to participate, there will be more or less
labeled data. The app also labels autonomously some examples applying a series
of heuristic rules when it comes to clearly identifiable positives or negatives (e.g.,
when the mobile is at rest). With this app, we collected partially labeled data
from 10 different people. Participants installed our application and recorded
data continuously while they were performing their usual routine. When they
moved, as they did it freely and in different environments, their speed and way of
movement were different (walking in corridors, in the wild, going upstairs, etc.),
as it was the position of the mobile they carried (in their hand, pocket, backpack,
etc.). Despite the fact that less people participated in this experiment than in the
previous work (10 people instead of the original 77), in this case a lot more data
was collected from each volunteer. Table 1 summarizes the data distribution in
the new semi-labeled dataset and the old dataset, perfectly labeled and used for
testing purposes. We can notice that the percentage of labeled data is around
50% of the training set. It is useful to have a test set where all the data is
perfectly labeled and obtained from a high diversity of users (77 people). This
set will be used to evaluate the good generalization of the models we obtain.

Table 1. Summary of the training and test sets, indicating the number of examples
attending to the label.

Walking (positive) Not walking (negative) Unlabeled Total

Training set 30524 41713 74359 146596

Test set 9747 5168 0 14915

For comparison purposes, we trained a traditional supervised SVM apply-
ing 5-fold cross validation on the labeled data from the whole training dataset
to establish a baseline. We also applied the self-training method (described in
Sect. 2.1) to take advantage of the large amount of unlabeled data (Table 2).

Using our glocal procedure, in the first iteration all devices will collect data
until they achieve a set with 40 labeled examples (the number of examples will
be higher, as only some of them are labeled either by the user or our heuristic).
Once a phone reaches 40 labeled instances, it learns a local model, a SVM, and
sends it to the server in the cloud. In the meanwhile, it keeps collecting new data
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Table 2. Performance of a SVM on the test set, trained using the whole training set,
both in a supervised and a self-training semi-supervised way.

Balanced accuracy Sensitivity Specificity

Supervised SVM 0.9344 0.9611 0.9077

Self-training SVM 0.9332 0.9608 0.9056

until it gathers a second set, with 40 new labeled samples. Once the devices have
sent their local models to the server, a global model is obtained by using the
stacking ensemble described in Sect. 2.1. Then, the global model is sent back
to each of the devices, where it will classify the unlabeled data and label those
examples for which the confidence of the prediction is equal or greater than 0.9.
In the second iteration, the mobiles will learn the models using both the first
and second data sets collected in the first and second iterations. The process
will be repeated, i.e., the local models will be sent to the cloud, where a new
stacking ensemble will be trained and sent back to the mobiles.

In order to carry out the supervised training of the stacking ensemble (meta-
classifier at the global level), we use a portion of 30% of the training data
(Table 1), available at the beginning of the process. This set includes exam-
ples from all the participants and it does not change throughout the different
iterations.

Figure 5 and Table 3 show the performance of the glocal process. As we can
see, the global model always exhibits a very high performance. Because in each
iteration the unlabeled local data is labeled with the most recent global model,
the more unlabeled data the device has, the more it will be enriched by the
community’s knowledge. We can see how in the second iteration most models
improve drastically. Therefore, we can affirm that the global model helps the
devices to improve their performance quickly.

For comparison purposes, Fig. 6 and Table 4 show what happens without the
global feedback. We can see the performance of the local models along the itera-
tive process. The local SVMs are trained using the set formed by all the labeled
data progressively obtained and accumulated throughout all the iterations. As
we can see, there are users which have better models than others. This may be
due to various conditions, such as the quality and diversity of the data that the
application has recorded on each device, as well as how much the user has partic-
ipated in the labeling of the data. Since in this case there is no global interaction
and feedback, the local learning is much slower and some local performances are
really low and do not improve along the process (users 8 and 10).
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Fig. 5. Results for semi-supervised glocal learning. The thick black line corresponds to
the global model. The rest of the lines are each of the 10 anonymous users.
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Fig. 6. Results for incremental supervised local learning when there is no global feed-
back. Each of the lines represents one of the 10 anonymous users.
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Table 3. Accuracies achieved using semi-supervised glocal learning for the global and
local models.

Iteration

Model 1 2 3 4 5 6 7 8

Global 0.9133 0.9192 0.9170 0.9175 0.9189 0.9187 0.9202 0.9213

User 1 0.5212 0.8395 0.8417 0.8411 0.8215 0.8478 0.8533 0.8669

User 2 0.8433 0.8949 0.8987 0.8987 0.9029 0.9039 0.9088 0.9101

User 3 0.8719 0.9039 0.9059 0.9173 0.9177 0.9203 0.9213 0.9243

User 4 0.8530 0.8737 0.9168 0.8952 0.8809 0.8765 0.8816 0.9065

User 5 0.9108 0.9138 0.9172 0.9161 0.9145 0.9116 0.9155 0.9180

User 6 0.5000 0.9222 0.9176 0.9141 0.9168 0.9165 0.9184 0.9191

User 7 0.8391 0.8402 0.8390 0.8406 0.8835 0.8716 0.8554 0.8409

User 8 0.6336 0.8533 0.8429 0.8536 0.8744 0.8867 0.8866 0.8828

User 9 0.7837 0.8956 0.8864 0.8865 0.8816 0.8787 0.8773 0.8826

User 10 0.5273 0.8641 0.8688 0.8688 0.8852 0.8903 0.8912 0.8961

Table 4. Accuracies achieved using incremental supervised local learning, without
global feedback.

Iteration

Model 1 2 3 4 5 6 7 8

User 1 0.5212 0.8938 0.8755 0.8615 0.8657 0.8990 0.8969 0.8969

User 2 0.8433 0.8710 0.8728 0.8627 0.8611 0.8490 0.8672 0.8879

User 3 0.8719 0.8458 0.8726 0.9123 0.9072 0.9114 0.9174 0.9179

User 4 0.8530 0.8042 0.8197 0.8572 0.8698 0.8641 0.8592 0.8522

User 5 0.9108 0.9137 0.9140 0.9145 0.9177 0.9110 0.9099 0.9181

User 6 0.5000 0.5000 0.7314 0.7059 0.6607 0.6461 0.7640 0.7907

User 7 0.8391 0.8466 0.8448 0.8504 0.8662 0.8594 0.8619 0.8594

User 8 0.6336 0.6185 0.5876 0.5757 0.5914 0.5943 0.6805 0.6707

User 9 0.7837 0.8744 0.8730 0.8517 0.8705 0.8898 0.8735 0.8744

User 10 0.5273 0.6659 0.6508 0.5918 0.5924 0.5415 0.5379 0.5502

4 Conclusions

In this paper we have proposed a novel method for semi-supervised glocal classi-
fication. Our method allows to train local models in a network of devices (mobile
phones, robots...) and then share those models with the cloud, where a global
model is created. This global model is sent back to the devices and helps them
to label unknown data to improve the performance of their local models. We
have applied our proposal to a real classification problem, the recognition of the
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walking activity, and we have shown that our proposal obtains very high per-
formances without the need of large amounts of labeled data collected at the
beginning. On the contrary, glocal learning is continuous and it can cope with
more realistic semi-labeled data collected without restrictions.

We believe that we have opened a very promising line of research and that
a large amount of work can be done in this context. The global model obtained
with stacking is a good first approximation, but it has limitations. We want
to investigate new ways of merging local models in the cloud. We also want to
analyze the use of the global models for instance selection in the local devices
or the application of techniques such as amending [11].
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Abstract. Path planning is one of the most widely studied problems
in robot navigation. It deals with estimating an optimal set of way-
points from an initial to a target coordinate. New generations of assis-
tive robots should be able to compute these paths considering not only
obstacles but also social conventions. This ability is commonly referred
to as social navigation. This paper describes a new socially-acceptable
path-planning framework where robots avoid entering areas correspond-
ing to the personal spaces of people, but most importantly, areas related
to human-human and human-object interaction. To estimate the social
cost of invading personal spaces we use the concept of proxemics. To
model the social cost of invading areas where interaction is happening
we include the concept of object interaction space. The framework uses
Dijkstra’s algorithm on a uniform graph of free space where edges are
weighed according to the social traversal cost of their outbound node.
Experimental results demonstrate the validity of the proposal to plan
socially-accepted paths.

Keywords: Social navigation · Path-planning · Dijkstra

1 Introduction

The interest that research in social robotics has drawn in the last decade
is remarkable, especially in human-populated environments such as museums
and hospitals. Working in these scenarios is challenging, as people’s behaviour
changes frequently and their state is difficult to predict over time. To make these
robots able to work seamlessly in these environments, they must act considering
social conventions, including those related to navigation.

Traditionally, navigation has been approached by solving three main prob-
lems: (i) where is the robot in the world, that is, the localization problem; (ii)
how the world around the robot is and how it is built; and (iii) how robot plans
an optimal path, which is usually known as the path-planning problem. All these
problems have been arousing interest for decades, and many solutions have been
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 644–655, 2020.
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Fig. 1. Two different everyday scenarios: (a) left: original scenario where two people
are interacting each other; right: red path is the only one accepted by people according
to social rules; and (b) left: the interaction between the human and the fridge blocks
the path; right: red path is socially-accepted.

presented in simple as well as complex environments. However, in human envi-
ronments, it is more difficult and novel to find optimal solutions. This is the
particular case of algorithms that plan socially-accepted paths for robots.

Social navigation is expected to become an increasingly important skill in
the next generation of social robots [1]. During recent years many works have
been proposed to make robot navigation algorithms consider social aspects [2].
Figure 1 shows two different scenarios where the robot plans a path to the target
in environments with people. In Fig. 1a, the robot has several options to reach
the destination, but only one is the most accepted (highlighted in red). Similarly,
Fig. 1b shows another scenario where robot has different possible routes, but only
one is the most appropriate in social terms (also illustrated in red).

To estimate the best social route from the robot to the target pose, this work
proposes using the concept of social mapping [3]. Unlike classical path planning
approaches, the proposal described in this paper adds social information on
top of the free-space graph previously built in order to build a social map. To
this end, the system associates different personal spaces (intimate, social and
public) to humans and groups of people in the environment. In the same way,
the algorithm associates different activity spaces to objects with which people
can interact (known as Space Affordances [4]). These different interaction spaces
modify the free space graph, penalizing the cost of traversing some areas when
planning the path to the target [5].

The main contributions of this paper are: (i) the definition of a new frame-
work for planning social paths in human and interactive environments; (ii) the
description of a novel social path-planning algorithm based on social interaction
spaces that uses information from people and objects; (iii) an adaptive method-
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ology to penalize paths depending of the level of confidence between the robot
and people.

This paper is organized as follows: Sect. 2 provides a discussion of previous
works related to robot navigation in environment with people. Section 3 presents
an overview of the proposed social navigation architecture, including the defi-
nition of the social interaction spaces. Section 4 describes the socially-accepted
path-planning algorithm presented in this paper. In Sect. 5, the experimental
results are outlined. The conclusions and future works of the approach are sum-
marized in Sect. 6.

2 Related Work

Path-planning in human environments is a complex problem that has aroused
great interest in recent years. The way in which a robot navigates in these
environments must not only consider task constraints, such as minimizing the
distance traveled to the target, but also social rules, such as keeping a comfort-
able distance from humans [6]. Most works use proxemics (i.e., the relationship
between distances and the type of interaction) in order to plan a socially-accepted
path [3,7,8]. These works typically define regions in which robot’s navigation is
forbidden. Other authors use the term affordances of objects and/or activity
spaces, and try to prevent robots from navigating near them creating regions
where navigation is forbidden [4,9]. The definition of these regions that allow a
more social navigation is what is usually called social mapping, which extends
classical concepts such as metric and/or semantic mapping by defining these
social interaction spaces. The proposal described in this paper uses a framework
to perceive social interaction spaces and build a social map of the environment.

Classical methods need global path planners in order to choose the best
route from the robot to the target and then, they apply social conventions and
constraints to modify this path. Classical global path planners use a spatial rep-
resentation of the robot’s surrounding, so they require a map of the environment.
Numerous path-planning algorithms have been proposed in the literature, from
classical Dijkstra or A* algorithms to other more complex systems. An interest-
ing review of path planning algorithms was written by LaValle et al. [14].

How autonomous robots move in human environments has a strongly effect
on the perceived intelligence [10]. A path that explicitly takes into account the
human presence in the environment must address situations such as not passing
between two people talking or avoid getting out of the field of view of the peo-
ple, with the possibility of scaring them unnecessarily. Social navigation started
being extensively studied in the last years and several methods have been pro-
posed since then. On one hand, some authors propose models of social rules
by using cost functions [11,12]. A typical solution is to add social conventions
and/or social constraints. In [11], for instance, the authors use a classical A*
path planner in conjunction with social conventions, like to pass a person on the
right. Other work such as [12] use potential fields and a proxemics model. On the
other hand, several authors use human intentions in order to model the social
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Fig. 2. Overview of the proposal.

navigation [13]. Recently, in the work presented in [6], the concept of interaction
spaces and their use to define social paths is introduced. This same concept is
described in this article, but also adding the spaces of interaction between people
and objects in the environment. The proposal uses the classical Dijkstra’s algo-
rithm, where weights of the graphs are modified in order to take into account
the social map of the environment.

3 Social Interaction Spaces in Real Environments

This section describes the framework for planning socially-acceptable paths in
human and interactive environments. In order to compute paths in these real sce-
narios, it is necessary to create a social map of the environment. For this reason,
the robot’s perception system needs to: (i) detect and model people (position
and orientation); (ii) model their social space of interaction; (iii) group people in
case they are engaged in interaction, modelling the space they need to do such
interaction; and (iv) detect objects and model their space of interaction accord-
ing to their Space Affordances. Figure 2 shows an outline of the proposed system.
The proposed framework uses the CORTEX cognitive architecture for commu-
nication between perception agents and the robot navigation system (see [16]
for a detailed description of the architecture). Next, the framework is described
in details.

3.1 Social Spaces of Interaction

The proposal for human-aware social navigation uses the model described in [4].
In this model, the presence of people generate regions where navigation is for-
bidden or penalized. Let Hn = {h1, h2...hn} be a set of n humans detected
by the people perception system, where hi = (x, y, θ) is the pose of the i-th
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Fig. 3. (a) People in a simulated environment; (b) asymmetric Gaussian associated to
person ‘1’ and clustering of the group of two people labeled as ‘2’ in Fig. 3a.

human in the environment1. To model the personal space of each individual hi

an asymmetric 2-D Gaussian curve gi(x, y) is used, as described in [4].
Once people have been detected, the algorithm clusters humans in the envi-

ronment according their distances by performing a Gaussian Mixture [4]. The
personal space function gi(h) of each individual i in the environment is summed
and a Global Space function G(p) is built. From this function, a contour Ji is
established as a function of the density threshold φ. Finally, the contours of
these forbidden regions are defined by a set of k polygonal chain (i.e., polyline)
Lk = {l1, ..., lk}, where k is the number of regions detected by the algorithm.
The curve li is described as li = {a1, ..., am}, being ai = (x, y)i the vertices of
the curve, which are located in the contour of the region J .

According to [8] it is possible to classify the space around a person into
four zones, depending on social interaction: public, social, personal and intimate
zones. Each human hi present in the environment will have three associated
spaces: the intimate space, defined by the polyline Lk

intimate; the personal space,
defined by Lk

personal; and the social space, delimited by Lk
social, each of them

being larger than the previous one, as it was introduced in [8]. The public zone
will be the remaining free space. These contours, which are created by choosing
different values of the density threshold φ, can be seen in the Fig. 3: in color red
is shown the intimate space, in purple the personal one and as blue color the
social space.

3.2 Space Affordances and Activity Spaces

The concept of Space Affordances refers to areas where humans usually per-
form particular activities [9]. In interactive scenarios, these spaces are related to
objects with which people often interact, for example, the space near a poster or
a coffee machine. These spaces are called Activity spaces when people interact
with objects.
1 The actual detection of humans is out of the scope of the paper. In the experiments

carried out it was performed by the Human agent of the CORTEX architecture.
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Fig. 4. Examples of social interaction spaces: (a) People interacting with different
objects in the environment; and (b) the corresponding space affordances representation
generated by the algorithm.

Let On = {o1, ..., on} be the set of n objects with which humans interact in
the environment. Each object ok stores the interaction space iok as an attribute,
which is associated to the space required to interact with this object, and also
its pose pok = (x, y, θk),

ok = (pok , iok)

Different objects in the environments have different interaction spaces. For
instance, when using a coffee machine, a smaller space is needed in comparison
to when reading a poster because it can be done from a farther distance. Next,
the Space Affordance Aok is defined for each object ok ∈ On. In this paper, the
shape of these spaces has been modeled as an symmetrical trapezoid with height
ah and widths (aw1, aw2), as described in [4].

The Activity Space Aok is modeled by a polyline described by four vertices va
that will be used to delimit forbidden areas for navigation. Finally, the set Lo =
{Ao1 , ..., Aon} describes the set of polylines used by the navigation algorithm for
defining forbidden navigation areas. In Fig. 4a four humans in different poses and
four objects are shown (a coffee machine, a fridge, a phone, and a pin board).

4 Socially-Acceptable Path-Planning Algorithm

This section describes the social path-planning algorithm. The space is rep-
resented by a uniform graph where obstacle-free nodes have a constant finite
traversal cost and non-free nodes have an infinite one.

4.1 Graph-Based Grid Mapping

Space is represented by a graph G(N,E) of n nodes, regularly distributed in the
environment. Each node ni has two parameters: availability, an, and cost, cn.
The availability of a node is a boolean variable whose value is 1 if the space is
free, 0 otherwise. The cost, ci, indicates the traversal cost of a node, i.e., what
it takes for the robot to visit that node. Initially, all nodes have the same cost
1. Figure 5a shows an original free-space graph in which all nodes have the same
cost and availability (as there are no obstacles in the area depicted).
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Fig. 5. Graph-based grid mapping: (a) original free-space graph; and (b) final free-
space graph, after including the social interaction space associated to a person.

The classical Dijkstra algorithm is employed for determining of the shortest
path between an initial position and a target to which the robot must travel.
Given a node of origin, the algorithm calculates the cost from origin to the target
node taking into account the cost of the nodes. The cost of a path is the sum of
the cost of the nodes that compose it.

4.2 Social Graph-Based Grid Mapping

The free space graph is modified to include the social spaces of interaction: firstly,
those associated with the interaction between one person and another -or groups
of people-, and secondly, those associated with the interaction between people
and objects.

Personal Space Mapping. Being A the matrix formed by the availability of
each node of the free space graph and C the matrix formed by the costs and
considering the set of polygonal curves defined bellow, Lk

intimate, Lk
personal and

Lk
social, this paper present the modification of the cost and availability of the

nodes of the graph according to these interaction spaces.
In first place, considering only the intimate space around the person hi, for

each polyline lintimate
i is defined a polygon P intimate

i formed by the points of
the polyline. The availability ai of all the nodes Ni ∈ N contained in the space
formed by P intimate

o is set to occupied, ai = occupied. This means that the robot
will not be able to invade this space, as it would disturb the person. For personal
and social spaces, the availability of the nodes of the graph will not be modified,
but its cost will be changed.

Considering the personal space around the human hi, for each polyline
lpersonali a polygon P personal

i has been defined. The cost ci of all the nodes
ni ∈ N , contained in the space formed by P personal

p will be modified and set to
ci = 4.0. In the same manner, for the social space, a polygon P social

p is defined
for each polyline lpersonali . All the nodes Ni ∈ N contained in the space formed
by P social

i will have cost ci = 2.0. The public space will be the rest of the graph
whose costs remain unchanged. Figure 5b show the final free-space graph, where
the costs of nodes are modified according to the social spaces of interaction.

Intimate areas forbidden for navigation. Personal and social spaces are avail-
able, but their costs are higher, being personal spaces more expensive than social
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spaces. This way, when the robot plans the shortest path, it will move away from
the person. The social and personal spaces are not considered occupied so if the
robot does not have enough space to navigate, for example in a corridor, it won’t
be blocked, but it will navigate through the social space, even if its cost is higher.
If the robot does not have another alternative, it will cross the personal space,
but it will never cross the intimate one.

Space Affordances of Objects. This same technique has been used for Space
Affordances. Let Lo = {Ao1 , ..., Aon} be the set of polylines that describe the
defined Space Affordances. For each Aoi the polygon P aff

i is formed. The nodes
of the free space graph Ni ∈ N contained in P aff

i are modified in order to set
its cost to ci = 1.5. In this way, the Space Affordances have less weight in the
graph than the social space of the person, so if the robot have to go through one
of them, it will go through the Space Affordance.

5 Experimental Results

The software has been written in C++. The tests have been performed on a
PC with an Intel Core i5 2.4 GHz processor with 4 Gb of DDR3 RAM and
GNU/Linux Ubuntu 16.10. In order to assess the effectiveness of the proposed
navigation approach, the methodology has been evaluated accordingly to the
following metrics: (i) average minimum distance to a human during navigation,
dmin; (ii) distance traveled, dt; (iii) navigation time, τ ; (iv) cumulative heading
changes, CHC; and (v) personal space intrusions, Ψ . These metrics have been
already established by the scientific community (see [17,18]).

5.1 Navigation with Interaction Spaces

To evaluate the performance of the navigation algorithm, several simulations
have been performed in three different environments rooms using a simulated
robot. The widths of the rooms used were 2, 3 and 4 m. Figure 6 depicts the
used scenarios. The robot had to navigate from the position x = 0 m, y = 0 m
to x = 8.5 m, y = 0 m, through those scenarios in which a person was located in
random positions.

The results obtained for the simulations of rooms 2, 3 and 4 meters wide can
be found in the tables 1, 2 and 3, respectively.

5.2 Interactive Scenario with Space Affordances

A rectangular simulated environment with a whiteboard has been used to test
the effectiveness of the Space Affordance algorithm. The simulated environment
is shown in Fig. 7a. The object has been placed in the position x = 2 m, y = 4.5 m
with as = 3 m in order to create a Space Affordance which the robot has to avoid,
if it is being used as an Activity Space.
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Fig. 6. Scenarios used in the second experiment: (a–c) 2 m, 3 m and 4 m wides, respec-
tively.

Table 1. Navigation results for 2m wide room considering interaction spaces

Navigation with social behaviour Navigation without social behaviour

Parameter Obtained value (σ) Parameter Obtained value (σ)

dt (m) 9.71 (0.56) dt (m) 9.10 (0.07)

τ(s) 40.39 (11.83) τ(s) 35.54 (3.72)

CHC 1.49 (0.58) CHC 0.79 (0.17)

dmin Person (m) 1.13 (0.16) dmin Person (m) 0.47 (0.2)

Ψ (Intimate) (%) 0.0 (0.0) Ψ (Intimate) (%) 1.58 (2.17)

Ψ (Personal) (%) 4.43 (7.38) Ψ (Personal) (%) 5.55 (4.23)

Ψ (Social) (%) 16.46 (11.46) Ψ (Social) (%) 17.26 (13.28)

Ψ (Public) (%) 79.10 (13.92) Ψ (Public) (%) 75.60 (11.16)

Table 2. Navigation results for 3 m wide room considering interaction spaces

Navigation with social behaviour Navigation without social behaviour

Parameter Obtained value (σ) Parameter Obtained value (σ)

dt (m) 10.02 (0.49) dt (m) 9.50 (0.16)

τ(s) 31.39 (3.64) τ(s) 29.95 (2.75)

CHC 0.88 (0.18) CHC 0.68 (0.16)

dmin Person (m) 1.62 (0.28) dmin Person (m) 0.70 (0.38)

Ψ (Intimate) (%) 0.0 (0.0) Ψ (Intimate) (%) 1.06 (2.13)

Ψ (Personal) (%) 0.0 (0.0) Ψ (Personal) (%) 8.15 (4.58)

Ψ (Social) (%) 3.29 (5.41) Ψ (Social) (%) 14.95 (6.97)

Ψ (Public) (%) 96.70 (5.41) Ψ (Public) (%) 75.83 (6.34)

A single human, placed in front of the object in the position x = 2 m, y = 2 m,
has been used for this test. The robot has had to navigate from the position
x = −0.8 m, y = 3 m to x = 4.5 m, y = 3 m, avoiding the Activity Space.
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Table 3. Navigation results for 4 m wide room considering interaction spaces

Navigation with social behaviour Navigation without social behaviour

Parameter Obtained value (σ) Parameter Obtained value (σ)

dt (m) 10.81 (0.55) dt (m) 9.97 (0.12)

τ(s) 45.65 (19.24) τ(s) 36.64 (2.28)

CHC 1.27 (0.51) CHC 0.86 (0.13)

dmin Person (m) 1.76 (0.18) dmin Person (m) 0.80 (0.59)

Ψ (Intimate) (%) 0.0 (0.0) Ψ (Intimate) (%) 0.74 (1.48)

Ψ (Personal) (%) 0.0 (0.0) Ψ (Personal) (%) 2.97 (2.52)

Ψ (Social) (%) 2.017 (3.37) Ψ (Social) (%) 5.55 (4.84)

Ψ (Public) (%) 97.98 (3.37) Ψ (Public) (%) 90.74 (7.73)

Fig. 7. Interactive scenario described for the test and navigation results with and with-
out Space Affordances: (a) original scenario; (b) Navigation without Space Affordance;
and (c) Navigation with Space Affordance

The same test has been carried out with and without Space Affordances. The
comparison between the different paths the robot took can be seen in Fig. 7b,
and Fig. 7c where the paths planned have been highlighted. It can be noticed
that, in the first case, the robot interrupts the human in the performance of its
activity.

Table 4 shows the results of navigation with and without Space Affordances,
obtained for each of the metrics used: average minimum distance to a human
during navigation, dmin; distance traveled, dt; navigation time, τ ; cumulative
heading changes, CHC and personal space intrusions, Ψ . It is also indicated
whether the activity performed by the human has been interrupted or not.
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Table 4. Navigation results with space affordances

Navigation with space affordances Navigation without space affordances

Parameter Value (σ) Parameter Value (σ)

dt (m) 8.76 m dt 5.18 m

τ 64.1 s τ 33.84 s

CHC 1.47 (0.11) CHC 0.21 (0.05)

dmin Person (m) 0.78 (0.007) dmin Person (m) 1.10 (0.005)

Ψ (Intimate) (%) 0.0 (0.0) Ψ (Intimate) (%) 0.0 (0.0)

Ψ (Personal)(%) 0.0 (0.0) Ψ (Personal)(%) 0 (0.0)

Ψ (Social)(%) 15.46 (0.6) Ψ (Social)(%) 12.54 (0.57)

Ψ (Public)(%) 84.53 (0.6) Ψ (Public)(%) 87.44 (0.9)

Interruption (Y/N) N Interruption (Y/N) Y

6 Conclusions and Future Works

This article presents an extension of an algorithm for planning socially-accepted
paths in human environments. The algorithm is based on the well-known Djisk-
tra’s algorithm, where the original free space graph is modified according to the
social interaction spaces. This article takes into account the personal spaces in an
interaction between people, and also the spaces between people and the objects
with which they interact. The metrics used to validate the proposal demonstrate
that the planned paths have a socially-accepted behavior.

Although the results demonstrate the validity of the proposal, in future works
the use of a real robot and questionnaires is considered in order to gather infor-
mation on the acceptability of the planned paths.
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Abstract. The modelling of use cases in Social Robotics and its formal-
isation in a control architecture is a complex and time consuming task,
which can be seen as a knowledge engineering process. This manuscript
focuses on the description of a novel tool created to simplify the pro-
cess of modelling these interactions through the definition of such use
cases as nominal behaviours with exogenous events. The control archi-
tecture of the robotic platform used is based on Automated Planning,
allowing robots to deal with stochastic environments. The tool comprises
two main objectives: to ease the knowledge engineering process to model
social interactions and to generate Planning Domain Description Lan-
guage code (PDDL) as a formalisation that can be injected into a control
architecture. We model different use cases and test the PDDL formali-
sation by using the control architecture. The test carried out shows evi-
dence of good results, encouraging further research of this type of tools
to provide autonomy and facility to experts and non-experts in the field.

Keywords: Autonomous robotics · Automated planning · Use case
modelling

1 Introduction

Social Robotics [13] is a branch of robotics where machines are in close con-
tact with people and must be able to make decisions and change their course
of action depending on the environment. Since the expression make decisions is
introduced, we discard robots for remote control and those ones with just reac-
tive behaviours. For that reason, we are focused on Social Autonomous Robotics,
which have to deal autonomously with people and uncertain environments, where
every action can be interrupted by an external event. To manage that, Auto-
mated Planning (AP) [5] is applied to implement the deliberation process, where
Classical Planning is known to achieve great results in a wide range of domains.
By using this approach, AP is able to generate a sequence of actions to be carried
out by the robot in order to solve the problem or meet a certain goal.

In order to do this, a control architecture and a formal definition language
are required. In this work, Pelea [1] (Planning, Execution and Learning Archi-
tecture) and PDDL 2.1 [3] (Planning Domain Definition Language) are assumed.
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Current research about Social Robotics through Classical Planning and replan-
ning already exists [7,21]. However, applying it presents a major challenge since
we have to identify and specify all possible situations that could occur, specially
in robots with sophisticated behaviours. This implementation involves extracting
knowledge from experts (for instance, therapists or clinicians), who determine
how the interaction flow between the robot and the person has to be, i.e. the
specific use case that must be accomplished. Modelling the use case is a time con-
suming endeavour based on a knowledge engineering process [12], which needs
cooperation between these experts and engineers to ensure that the request of
the expert will be fulfilled in the robot performance. Related to this, developing
PDDL code and the process behind that usually is a bottleneck aimed to be
carried out by professional experts in the Automated Planning field.

The main purpose addressed in this work is the development of a modelling
tool that enables the robot use case definition in a effortless way. The applica-
tion is based on an interface where experts can introduce information graphically
while it displays the interaction workflow on the screen. This tool is restricted
to make sure that only suitable information can be inserted, but it is complete
enough to design complex behaviours for Social Robotics. We have found previ-
ous works in this field [6], where challenges while modelling Classical Planning
domains for Social Robotics are identified. However, they do not mention how
to model those features in PDDL code or how to handle them at a high-level.
Therefore, we continue research and also build a formalisation that maps the
conceptual model graphically introduced to the formal definition language. As
a consequence, the main idea of this work is to provide a modelling tool where
domain experts not only can introduce the desired workflow that must be fol-
lowed by the robot, but also generate the corresponding code suitable for the
proper system operation, all of this without further engineer support. Thanks
to this, we hope to bring formalisation closer to domain experts and to provide
them autonomy, saving time and efforts on both sides.

This manuscript focuses on the description of the developed tool and the main
concepts that it involves. In the next section we present the background of this
work. Next, Sects. 3 and 4 explain the concepts behind our work, providing a use
case in complex Social Robotics environments. Finally, the evaluation performed
and the main conclusions are detailed.

2 Background

In this section we present the main research fields that compose our work, which
includes Automated Planning, Social Autonomous Robotics and control archi-
tectures, showing how they can take advantage of their combination. We also
mention the state of the art about similar tools currently used.

2.1 Automated Planning

The application of Automated Planning consists in the use of a problem-solver
to find a sequence of actions that allows to transit from the initial state to a
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state where all goals are met. As we mentioned, Classical Planning [4] is used in
this work. The main characteristic of those models is that they need complete
information about the world, which means that it is necessary to model every
fact that can take place and have some impact in the execution.

Based on this, a planning task is a tuple P = (S,A, I,G), where S is set of
states or possible situations which can occur during the execution of the plan,
while A is the set of actions that allow to transit from one state to another
one. Actions are deterministic operators defined through a declarative language
and composed of preconditions and effects. These are sets of facts grouped by
conjunctions or disjunctions which establish the requirements that must be true
to perform an action and the impact of carrying it out. I ⊂ S defines the initial
state and G ⊂ S specifies the goal or conditions that the plan must meet.
As a result, a sequence of actions called plan is obtained, formally defined as
π = (a1, a2, ...., an), by which the agent is able to achieve the established goal.
This plan is calculated at the beginning considering that no event is going to
interrupt the regular workflow, what we call nominal behaviour. However, real
world is unpredictable, so a several range of unexpected events may take place.
To deal with that, one of the main advantages of the Automated Planning is
the ability to re-plan, in such a way that the planner finds a new plan π′ which
handles the current situation and continues reaching the purposed goal.

The typical way to represent this model is through the domain and the
problem files in PDDL code, where the domain contains a list of possible actions,
and the problem includes the specification of all those predicates or facts which
are true in the initial state, along with a set of goals that must be achieved.

2.2 Social Autonomous Robotics

Taking the previous idea, the concept of robots with reactive behaviours can be
switched for autonomous robots that can make decisions and change their actions
according to the context. This approach is especially common in Social Robotics,
where these robots have to interact socially with humans in a fluent and natural
way. Achieving that is still a challenge [20] addressed in the study of human-
robot interaction (HRI). The main issue is that Social Robotics should have a
wide range of behaviours depending on the situation, which makes machines
with sophisticated operating modes.

To achieve that, several approaches related to Artificial Intelligence have
been addressed. Some works rely on simulating the human way of learning by
using symbolic models implemented through networks and layers [15]. However,
these kind of models are hard to program and highly domain dependent, making
them difficult to reuse and understand. In the literature also appears solutions
which are designed with Finite State Machines (FSM) [14], an easier solution
only in those robots with simple behaviour due to the complexity of identifying
and connecting all possible state transitions.

For those cases where the application of FSM is a challenging task, Auto-
mated Planning is a field addressed in previous works with great success [2,18],
since the task of finding a possible sequence of actions that allow to transit to



A Modelling and Formalisation Tool for Use Case Design in SAR 659

the goal state and its control is solved thanks to the use of a problem solver and
a monitoring architecture. Therefore, this approach provides a straightforward
way to code the desired behaviour on the robotic platform.

2.3 Planning, Execution and Learning Architecture

Since robots have deliberative behaviours, a control architecture is needed to
handle and supervise the performance of the robot. This layer is between the
machine and the problem solver and it is used to translate the external infor-
mation sensed by the robot, which is received at a low level. This information
provides data about the state of the world and the current situation, which
should fit with the expected state according to the plan π. To verify if both
information match, a translation between low and high level has to be carried
out. If any problem is found, then a new plan π′ is calculated. Otherwise, the
plan will continue with the expected execution. An example of such architecture
is Pelea, the control architecture used in this work. It contains three main mod-
ules, which are synchronised to ensure the consistency of the system. These are
Execution, Monitoring and Decision Support, following the operational
mode shown in Fig. 1, which is executed in a loop until the goals are met.

Fig. 1. Pelea architecture

Regarding to minor modules, HighToLow and LowToHigh, they receive
a catalogue of actions in both levels, high and low, where the mapping between
them are specified. These files are written ad hoc and are domain dependent,
needing to be changed according to the desired execution. About the High Level
Planner, this architecture also contains a plan-solver called Metric-FF [10], an
extension of the FF (Fast-Forward) [9] domain independent planner adapted
to handle with numerical variables. The planner input is the domain and the
problem developed in PDDL code.

2.4 Similar Tools

Besides the number of PDDL editors, several tools to make the process of devel-
oping PDDL code easier already exist. The first one is GIPO [19], where a
planning domain definition can be made graphically through an object-centric
perspective. On this application, each object is defined with an abstract state
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machine, specifying the different states and actions that involves the object. The
predicates can be created by associating the objects with their properties, while
the PDDL actions are generated combining these state diagrams. Similar to this,
VLEPPO [8] allows to create problems and domains by using an interface, where
definition of predicates and actions are made explicitly by defining an ontology
which contains the classes and relations. From this information to obtain the
predicates and actions in PDDL code is possible.

These two tools make a translation to PDDL, similarly to our purpose. How-
ever, none of them allow to define workflows or to deal this Social Robotics
issues, features that we want to exploit in our work.

3 Modelling Autonomous Robotic Tasks

Since AP problems attempt to find a sequence of tasks to achieve a goal, they can
be defined as state transition systems which represent that flow of actions. Then,
the logical approach to model it in a graphic interface is using a state graph.
Before entering in the details of this model, we have to clarify some concepts.

3.1 The Nominal Flow

The nominal flow is the state graph of a model without exogenous events, where
we assume that no incident nor stochastic outcomes will happen. This normal
behaviour is modelled through states and actions connecting them. States are
composed by predicates and functions, which are classified in different cate-
gories: persistent, they represent facts that, once added, should not be deleted;
static/dynamic, they may or may not change its state during the execution of
the plan; and internal/sensed, depending on whether its value is obtained from
the sensors of the robot or it is an internal value. Every predicate will be marked
by choosing some of these characteristics, depending on the function that it has
in its domain.

The result of modelling nominal flow is a directed graph S = (S,A), where S
is the set of vertex representing the states, which contains several predicates that
will be true or false by the time that the state describes. A is the set of edges
that represent actions, since they allow to transit from one state to another.

3.2 Identifying Exogenous Events

The environment is represented along with the nominal workflow, where exoge-
nous events can occur. Exogenous events are those that may cause interruption
or failure. They are excluded from the nominal flow because they can happen
at any time and none of the actions of the normal behaviour can produce them.
Therefore, these events will generate an unexpected state that must be fixed in
order to return to nominal schedule. Then, we have to take into account minor
workflows for each interruption to recover it. What it is usually done in Classical
Planning is to go back to the state in which the failure happened and to continue
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with the execution from that point. But following our approach, the main idea
is to deal with replanning at a high level and return to a determinate state of
the workflow, providing coherence to the robot performance.

3.3 Defining Islands

The states of the nominal flow can be grouped to form an island. The reason of
it is that every social interaction has a number of steps that are usually executed
in order, like to greet each other, to start talking, to do some activity and finally
the goodbye. In this way, we define islands as a group of actions that determine
the different stages of the human interaction.

Related to this, a landmark [11] state in planning is a state which must be
transited to go from the initial state to any goal state. In addition, we use the
concept of landmark to identify returning states from exogenous events. The
user can set any state like the beginning of an island and this point will act as a
landmark, a state where the execution must return when it recovers the nominal
flow. In case of having several islands, the plan will get back to the start of
the last island where it was executing. We decided to introduce this option to
provide coherence to the robot performance.

3.4 Representing Sequential Connections and Loops

In the nominal flow we can also find some elements that compose it, which are
important for modeling and formalization.

– Sequential connections. It is the simplest way to connect two or more
states. An edge a ∈ A connects two vertices s1, s2 ∈ S if the first state goes
before the next in terms of social interaction. In other words, state s1 is
the precondition of action a. Since a state contains several predicates, that
means that all predicates inside will be preconditions of the action a. About
the effects, as a way of generalisation and to simplify the model all effects are
included in the actions themselves.

– Loops. Social behaviour can also present loops in such a way that an action
can be repeated several times until a condition is satisfied. In this sense, a loop
in the diagram can be seen as a for or a while statement. This difference lies in
the type of predicate that is part of the condition, namely, internal or sensed.
It will be similar to for statement when a internal predicate takes part. In that
case we usually have a numerical variable used as a counter, which is initialized
in the problem and is increased or decreased along the cycles, provided that
it is different that the exit condition. Otherwise, the loop will be analogous
to a while statement if the predicate is sensed. Similarly, the variable must
meet a condition to leave the loop, but it is not modified in a explicit way,
but sensed from the exterior. In order to simplify the formalization, when a
loop appears in the domain, users must mark a checkbox specifying what is
the action that allows to leave the loop.
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4 Formalizing Complex Social Robotics Use Cases

To provide a clear example about the concepts explained and the utility of our
system, a NaoTherapist [16] interaction workflow is presented. NaoTher-
apist is a project that represents a support tool for therapists, based on a
humanoid robot whose potential is to help children in physical rehabilitation
therapies. Through this example, we show a complex flow composed by nomi-
nal behaviour containing loops and islands along with an exogenous event, as
is depicted in Fig. 2. The interaction between the robot and the patient is to
follow a number of steps, including rehabilitation exercises based on pose exe-
cutions1. This workflow has been model specifying the characteristics of each
state through predicates and connecting them with the actions that will build
the domain.

The objective of this section is to describe how these flows can be formalized
at high level. Such formalization requires the use of PDDL code along functions,
disjunctions and control predicates based on the input model. Since users only
have to decide how to model it graphically and define islands, exogenous events
and so on, the automatic generation of PDDL operates as a black box for them,
adding extra code to ensure the proper performance.

Fig. 2. Use case for NAOTherapist modelled in the editing tool (the original image
has been modified to provide a clearer example in the paper)

1 Different videos of NaoTherapist can be seen in https://www.youtube.com/user/
NAOTherapist.

https://www.youtube.com/user/NAOTherapist
https://www.youtube.com/user/NAOTherapist
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4.1 Formalizing the Nominal Flow

Looking at the example depicted in Fig. 2, the state identified-patient is a
landmark since it has been identified as the beginning of an island by the user,
so the plan will have to return at that point in case of failure or interruption.
Getting back to that point means that the next action to be executed again
in case of interruption will be to greet the person. Then, the action may be
executed even if an error exists. We manage that by introducing an or statement
in preconditions. It is also included in the effects that we are located in the first
island. We remember that all these flags will be inserted automatically during
the PDDL code generation. Figure 3 shows the resulting action.

(:action greet-patient
:parameters (?r - robot ?p - patient)
:precondition (and (not (emergency_situation ?r ?p))

(detected_patient ?r ?p)
(identified_patient ?r ?p)
(or (can_continue)(landmark)))

:effect (and (greeted_patient ?r ?p)
(can_continue)
(not (landmark))
(assign (island_number) 1))

)

Fig. 3. Code for greet-patient action

4.2 Formalizing Exogenous Events

If the patient leaves the room, the robot has to detect that the person is missing.
That state is not contemplated in the nominal behaviour, so it triggers the
exogenous event (not (detected patient ?r ?p)) that must be fixed by the
action search-patient, shown in Fig. 4.

(:action search-patient
:parameters (?r - robot ?p - patient)
:precondition (and (not (can_continue))

(not (detected_patient ?r ?p)))
:effect (and (detected_patient ?r ?p)

(clear_states))
)

Fig. 4. Code for search-patient action

As effect of this corrective action, the predicate clear-states is inserted,
activating an action automatically generated: restore-from-one. This action is
responsible for deleting predicates added as effect of intermediate actions. This
is the only way to return at the beginning of the island. Otherwise, the facts
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added by these actions would still be true and there would be no need to execute
them again, reason why the replanning problem would go back to the exit point
where the event occurred. In this point the importance of the predicate definition
comes up. All predicates that the user considers as persistent must be marked
like that during the predicate definition.

An example of this action can be seen in Fig. 5. As many actions of this type
will be generated as number of islands have been marked. Depending on the
island where we were located when the exogenous event occur, the appropriate
action will be activated to delete all predicates until the beginning of the island.
These island definitions provides consistency to the robot performance, making
it act more natural by controlling the error recovery in this way.

(:action restore-from-one
:parameters (?e - exercise ?r - robot ?p - patient ?s - session)
:precondition (and (clear-states)

(= (island-number) 1))
:effect (and (not (introduced_exercise ?e))

(not (robot_is_training ?r))
(not (greeted_patient ?r ?p))
(not (started_session ?r ?p ?s))
(landmark))

)

Fig. 5. Code for restore action

4.3 Formalizing Loops

To ensure the proper execution of the poses loop, it needs an exit condition
defined as the number of repetitions and an internal predicate simulating a
counter, which will increase in each cycle to reach the desired number of poses.
According to that, we have a state in which two things can occur: the counter
is lower than the exit condition or it is equal to it. The user has to model both
possible options, where the former corresponds to the action that keeps running
the loop (Fig. 6) and the last with the action that leaves it.

(:action execute-pose
:parameters (?pos - pose ?e - exercise ?pleft ?pright - posture)
:precondition (and (training_exercise ?e)

(pose_exercise ?pos ?e)
(pose_postures ?pos ?pleft ?pright)
(< (pose-counter)(pose-number ?e))
(can_continue))

:effect (executed_pose ?pos)
)

Fig. 6. Execute pose action

The predicate (pose-number ?e) contains how many poses that must be per-
formed in that exercise, while (pose-counter) is the current number of poses
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already done. This counter is increased at the exit of the loop, in finish-pose
action (Fig. 7). As effect of this action it is also important to delete the poses
executed once they are finished, in order to ensure that the user could repeat
the same pose or that there is no extra poses executed in case to return
to the beginning of the island. The exit condition would be formalized in
the action which leaves the loop, finish-exercise, through the predicate (=
(pose-counter)(pose-number ?e)).

(:action finish-pose
:parameters (?pos - pose ?e - exercise ?pleft ?pright - posture)
:precondition (and (training_exercise ?e)

(pose_postures ?pos ?pleft ?pright)
(executed_pose ?pos)
(correct_pose ?pos)
(can_continue)

:effect (and (increase (pose_counter) 1)
(not (executed_pose ?pos))
(not (correct_pose ?pos)))

)

Fig. 7. Finish pose action

5 Graphic Editor and Evaluation

The editor handles all the process of modelling the use cases. It contains three
main sections: lateral menu, graph area and management buttons. The lateral
menu allows the user to edit the models completely, so that s/he can see in real-
time all the changes on the graph area. Since the model may consist of several
flows in the case exogenous events are added, the user can switch the view in the
upper tabs to the desired one. Finally, the management buttons were created to
save the model. An example of the interface is shown in Fig. 2.

An evaluation process has been carried out in order to test the correct per-
formance of the developed system. We use the use case about NAOTherapist
explained in the previous section. The generated PDDL code was introduced in
the control architecture Pelea. For that purpose we developed two unequivocal
highToLow and lowToHigh files where the high level action is the same as the
low level action. We also deploy a ROS (Robot Operating System) [17] layer on
Pelea to simulate sending messages between the system and the robot.

Each high level action is sent in its respective low level, waiting until the
response of the robot. If the answer is successful, next action is transmitted.
After introduce-exercise, we simulate that the patient is lost. In that moment
the corrective action is applied as expected. In this case, the replanning time is
0.01 seconds, the same value as the computing time of the initial plan. It is
known that this time may change in case of harder domains. However, search
space is not larger since social robots behaviours are modelled as a workflow.
Therefore, AP presents a good approach for that kind of tasks, simplifying the
challenge of software developing for social robots to model complex behaviours.
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6 Conclusions and Future Work

Applying Automated Planning to robotics has been extensively tested in sev-
eral domains with great success. This work focuses particularly in social robots,
which have to deal autonomously with people in dynamic and stochastic environ-
ments. One of the most time-consuming processes about Automated Planning
is to develop PDDL code, specially in this field, where a great knowledge engi-
neering process is required beforehand. In order to make this task easier, we
have developed a tool where modelling an interaction workflow is a simple task.
We also go a step further and we define a model to automatically formalize the
diagram created to PDDL code, providing autonomy to those who are domain
experts but are not developers. We find encouraging results in this high level
approach and in the developed system, which is not only useful to model Social
Robotics behaviour, but also to define several range of Automated Planning
models, such us the ones used in planning competitions.

In future work, we are planning to extend the tool in order to include high-
ToLow and lowToHigh files generation. This would simplify the development and
integration of use cases by automating the whole process of getting the system
ready when a new domain or use case is created, avoiding to write ad hoc files.
Pelea already has an online server, so joining it with our system would allow
any person who has a robot anywhere to create and to implement smoothly
his/her own use cases.
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Abstract. The problem of people detection and tracking in unmanned
ground vehicles has been studied in depth in computer vision and
autonomous robotics research communities. Different well-known propos-
als have already been proposed to solve the problem of people detection
and tracking using machine vision algorithms. However, for unmanned
aerial vehicles, it is still a subject of research today. The lack of high-
quality sensors and on-board cameras and the capability to process the
data collected in real-time makes it difficult to achieve optimal solutions
in real-time. In this work, we propose to use machine vision algorithms
to process in real-time the images collected by the camera of a drone
and subsequently performing the detection and tracking of people who
are located in the environment. The proposal was experimentally eval-
uated comparing different semantic segmentation techniques. Finally, to
validate the proposal, a real scenario was created and carried out, which
consisted of detecting and tracking people with a drone autonomously
in a controlled environment.

Keywords: People detection and tracking · Semantic segmentation ·
Computer vision · Robotics · Drone

1 Introduction

Most drones, from the most advanced to the most basic, incorporate a camera
that allows them to record videos or take images of what they are capturing or
viewing in real-time.

Drones are flying vehicles that, due to their versatility and aerodynamics,
enable people to reach places that they are unable to reach by their means.
Therefore, they can be of great help in locating and tracking people in real situ-
ations, for example, to perform or facilitate rescue operations in areas of difficult
accessibility, to record video documentaries for high-risk sports or challenges, or
in any other situations that involves a certain risk to people’s lives.

In any of these situations, it is necessary to perform a processing of the image
obtained by the drone camera to allow us to segment the scene and extract the
elements of interest, in this case, people.
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More specifically, this segmentation consists of identifying which pixels of the
captured images belong to the different objects or elements of the scene. That it
is usually done by identifying basic geometric shapes such as planes, spheres, and
cylinders. They can also be obtained by analyzing surface normals to determine
which points belong to the same object as shown in [10]. Once the image has
been segmented, each segment is classified by assigning a label that represents
its semantic category (house, person, dog, cat, bicycle, etc.). This whole process
is called semantic segmentation.

In this work, we will use semantic segmentation techniques to locate people
in images and track them by using a drone. The tracking will be carried out by
sending specific command movements to the drone so that it autonomously fol-
lows the person according to the information extracted from the images captured
with its camera.

More specifically, we will use and compare pre-trained RGB image classifi-
cation models such as a linear SVM that uses images processed with the His-
togram of Oriented Gradients [2] (SVM-HOG), the Google MobileNet-SSD [7,12]
trained using the framework Caffe [6], and the YOLOv2Tiny model trained using
YOLO (You Only Look Once) [11]. Concretely, we will use the implementation
of these image segmentation algorithms provided by the well-known and widely
used OpenCV library [1]. We will also make use of the ROS robotic development
environment [9], which provides us with tools to interact with real and simulated
drones, specifically with the AR Drone 2.0 that we have used in our experiments.

The experimental results that we have carried out in a real scenario demon-
strate that we can build a real-time people detection and tracking system using a
low-cost drone (and in turn, a low-cost camera) establishing a trade-off between
efficiency and effectiveness.

The rest of the paper is organized as follows; Sect. 2 will introduce the previ-
ous studies or research that have been done regarding the subject of drones and
artificial vision algorithms. Next, in Sect. 3, we will present in detail the system
that has been developed. Then, in Sect. 4, we will describe the experiments that
have been carried out along with the results we have obtained to validate our
system. Finally, in Sect. 5, we will highlight the main conclusions are drawn and
some proposals for future work are depicted.

2 Related Work

People detection has been intensively studied so far in the computer vision com-
munity, primarily to improve the speed and accuracy of well-known detection
algorithms. In 2004, Viola and Jones [13] proposed a technique of using Haar
wavelets to detect faces in real-time. In 2005, Dalal and Triggs [2] proposed a
technique in which people were obtained based on the histogram of gradients
oriented as contrast obtained in the image. In 2012, R. Benenson [5] proposed
a technique that consisted instead of evaluating a single model in several lay-
ers, evaluated a set of models using the approximation approach. In 2013, De
Smedt [3] proposed a solution where person detection was optimized using par-
allel GPU and CPU as a single hybrid system. Naseer [8] describes a system
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for tracking people using a quadrocopter. They used two cameras, one to deter-
mine the 3D position of the drone-based on markers on the ceiling, while the
second camera was a depth camera, with which they detected the person in 3D.
The image from the depth camera is warped based on the calculated 3D posi-
tion. They make use of a wireless connected computer to perform demanding
computational resources needed to steer the UAV, which also requires an online
learning stage. In 2015, Floris De Smedt proposed a solution for tracking peo-
ple with a UAV [4] using Aggregate Channel Feature (ACF) detector. And to
compensate for frames without detections, they used a particle tracker based on
color information.

In our system, the UAV is completely autonomous, using an external com-
puter for image processing. This is because the drone that has been used in
this work does not present room to embed any processing device. To perform
the people detection and tracking, a cheap onboard RGB camera is used, using
three different pre-trained classifiers. This also means that we do not require
any previous learning stage, and therefore the need to capture and store a large
and costly training dataset. Besides, our system contemplates the possibility of
detection and monitoring of several people, using, in this case, a tracking algo-
rithm based on centroids to follow the first person detected. With all this, our
system is not restricted to simulated environments and can be deployed in real
scenarios.

3 People Detection and Tracking System

The system has been designed to detect and track people through semantic seg-
mentation algorithms using images obtained by a drone camera. Its functionality
consists of obtaining the image of the drone’s camera in real-time, processing it
with one of the image classification algorithms above mentioned, namely SVM-
HOG, MobileNet-SSD or YOLOv2Tiny. Then, depending on the detection and
location of the person within the image, a set of movements are sent to the drone
to center the person in the image, therefore, tracking that person as they move
throughout the environment. In Fig. 1 the structure of the developed system
depicts both vision and control.

In the following sections, the different components of our system are described
in detail. First, the robotic development environment that we will use to interact
with the drone is presented, as well as the movements that have to be sent to
the drone to conveniently track a detected person. Next, the different modules
that compose the system developed are also explained.

3.1 Robotic Drone Platform

For the development of the system we are going to use the AR Drone 2.0 of
the Parrot company (see Fig. 2), whose technical specifications are summarized
in Table 1. One of the advantages of using this drone is that a ROS package
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Fig. 1. Diagram of interaction between the drone and the vision and control modules

is provided. This package is called ardrone autonomy1, and it is based on the
official AR Drone SDK version 2.0.1, which has been developed at the Autonomy
Lab of Simon Fraser University by Mani Monajjemi and other contributors.
Among other functionalities, this package provides many useful ROS topics to
easily interface and interact with the drone. In Table 2 the main ROS topics that
have been used in the system developed are described.

Fig. 2. AR Drone 2.0 dimensions with indoor hull and with outdoor hull.

3.2 Vision Module

In the vision module, the image captured by the drone camera is obtained in
real-time and converted from ROS Image type to OpenCV Image format. After
which, image processing is required to detect the different elements present in
the image, and finally classify them as a person or not. Then, depending on
the location of the detected person in the image, the confidence value of the

1 http://wiki.ros.org/ardrone autonomy.

http://wiki.ros.org/ardrone_autonomy
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Table 1. AR Drone 2.0 sensors specifications

Sensors Characteristics

Front camera Images of 640× 360 resolution and frame rate of 30 FPS

Gyroscope and magnetometer Allows to calculate the orientation of the drone

Pressure and ultrasonic sensor Allows to measure the altitude of the drone

Table 2. ROS topics to communicate with the AR Drone 2.0

Topic Description

/ardrone/navdata Provides informatioon of the navigation and state of drone

/ardrone/image raw Provides the raw image of front camera of the drone

/cmd vel Allows to send movement commands to the drone

detection process (returned by the classification algorithm), and the state of the
people detection process (see Fig. 3), a series of movements are sent to the control
module to move the drone accordingly in order to track a potential person.

As already mentioned above we use and compare three different semantic
segmentation models: SVM-HOG, MobileNet-SSD, and YOLOv2Tiny, to clas-
sify an image as containing or not a person, along with its confidence value
(probability of being a person) and the corresponding bounding box containing
that person. Let give some details about these classification algorithms:

– SVM-HOG: This model, proposed by Dalal and Triggs [2] uses the histogram
of oriented gradients (HOG) descriptors as features in a linear support vec-
tor machine (SVM) for object detection. In our case, the model has been
previously trained using a large pedestrian dataset, so that it classifies an
input image as person/no-person with its corresponding confidence value and
bounding box.

– Google MobileNet-SSD [12] is a semantic segmentation model that has been
pre-trained with the Caffe framework. This model returns a vector of 1000
categories assigning a confidence value to each of them. In our case, we will
focus on the person category. The internal structure of MobileNet-SSD is a
convolutional neuronal network.

– Concerning the YOLO classifier, we are going to specifically use your
YOLOv2-Tiny pre-trained model [11]. This model is faster than the basic
model but also yields worse detection results. This classifier, similarly as
MobileNet-SSD, internally uses a convolutional neural network that segments
an image into regions and classifies them into different semantic categories.
Once again we focus only on the category person.

It is important to note that all the classifiers we have used return the detec-
tion of a person along with a confidence value. This value corresponds to the
certainty that the algorithm grants to an element classified with a specific label
that corresponds to that label, in our case a person. This will allow us, varying
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the confidence value, to establish a compromise between efficiency and effective-
ness for each algorithm. In the experimentation section, we will present results
for different confidence values.

Regardless of the semantic segmentation algorithm used, the people detection
process is implemented following the finite state machine presented in Fig. 3.
The process starts in the “Searching people” state where the drone rotates to
the left intending to detect a person. If after a complete turn no person has
been detected, the process terminates and the drone is landed. However, if a
person is detected, the system changes to the state “‘Centering person”, where
depending on the location of the person in the image, the situations can arise.
These situations along with the associated movements the drone must carry out
to center the person in the image are shown in Table 3. If the current person
is lost after performing a movement trying to center them on the image, the
process is changed to the “Searching last person detected” state. In this state,
the drone will be ordered to make a reverse movement to the one previously made
to detect and follow again the last lost person. Once this reverse movement has
been made, if the previously lost person is detected again, then process changes
to the “Centering person” state. But, if the previously person is not detected
again, the process changes to the “Searching person” state and the process starts
a new detection.

In the case where several people are detected simultaneously, a centroid-based
tracking algorithm has been implemented. In this case, the first person detected
will be the candidate to be followed by the drone. If during the tracking process
the current person is lost, for whatever reason, the algorithm chooses the next
person detected as a candidate, and so on until there are no more candidates
detected, in which case a new person detection process will be started.

Fig. 3. Diagram of states through which the detection of a person can happen.

3.3 Control Module

In the control module, we have all the information regarding the drone, such as
the state (Laying, Landing, Flying), altitude, battery status, odometry and the
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speed of their engines. Based on these values and the movements ordered by the
vision module (see Table 3), a set of actions are sent to the drone so that it moves
intending to center the person in the image, and as a consequence tracking the
detected person. All these actions are carried out autonomously.

Table 3. Actions sent to the drone to center the detected person in the image

Position of the person Action

Left/right Rotate or move to the left/right

Above/below Increase/decrease the altitude

Near/far Go away/come closer

4 Experiments and Results

To validate our proposal two different experiments are carried out. First, a com-
parison of the three different semantic segmentation algorithms are performed
to define the best classification model for our purpose, establishing a trade-off
between efficiency and effectiveness. Then, a real use case is defined to verify
the performance of the best algorithm according to the previous experiment in
a real environment.

The environment we have used to evaluate our proposal consists of a large
empty room of 60× 30 m so that the drone can move comfortably. The map of
the environment is shown in Fig. 4.

Fig. 4. Experiment setup: 2D map of the environment.

4.1 Comparison of Semantic Segmentation Algorithms

The test set used to compare the three semantic segmentation algorithms consists
of a video sequence composed of 1000 images, which has been recorded with
the real drone commanded manually. We also tested the algorithms using two
confidence values, 0.0 and 0.6.
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Table 5 shows the classification results obtained with SVM-HOG, MobileNet-
SSD and YOLOv2Tiny, using confidence values of 0.0 (top) and 0.6 (botton).
These results are presented as a confusion matrix (see Table 4) to facilitate the
calculation of the metrics that will allow us to evaluate the goodness of these
algorithms, which can be quantitatively compared using the following metrics:

Precision =
TP

TP + FP
; Recall =

TP
TP + FN

; F1-score = 2 ∗ Precision ∗ Recall
Precision + Recall

FPR =
FP

FP + TN
; Accuracy =

TP + TN
TP + FP + TN + FN

These metrics are shown in the Table 6, for the two confidence values consid-
ered, 0.0 and 0.6. The frames per second (FPS) that each algorithm can process
are also shown. In Fig. 5, the corresponding Precision-Recall curve is plotted.
Besides, a visual example of how each algorithm detects a people in a specific
test frame is presented in Fig. 6.

Table 4. Confusion matrix example

Real

Person No person

Prediction Person TP FP

No Person FN TN

Table 5. Classification results for confidence values of 0.0 (top) and 0.6 (bottom)

SVM-HOG MobileNet-SSD YOLOv2Tiny

Person No person Person No person Person No person

Person 76 0 616 23 657 20

No person 641 283 81 280 41 282

Person 61 0 527 2 624 3

No person 656 283 188 283 90 283

These metrics serve to determine how accurate the classifier is concerning
the test set that has been used, in this case a video composed of 1000 frames.
All these metrics except FPS, are measured in the range [0,1] with 1 being the
ideal value and 0 the least. Concerning the FPR, the opposite occurs, with an
ideal value of 0.

The higher the value of the Precision and the Recall, the higher the value of
the F1-score and the Accuracy. If the F1-score and the Accuracy have a value
close to 1, we can say that it is a good classifier.
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Fig. 5. Precision-recall curve for the three algorithms and conf. values of 0.0 and 0.6

Fig. 6. Detections obtained with the same frame in the video test with the algorithms
SVM-HOG (left), MobileNet-SSD (center) and YOLOv2Tiny (right)

Table 6. Metric figures for confidence values of 0.0 (top) and 0.6 (bottom)

Algorithm Precision Recall F1 score Accuracy FPR FPS

SVM-HOG 1.00 0.11 0.19 0.36 0.000 54.22

MobileNet-SSD 0.96 0.88 0.92 0.90 0.035 28.45

YOLOv2Tiny 0.97 0.94 0.96 0.94 0.029 20.55

SVM-HOG 1.00 0.09 0.16 0.34 0.000 54.22

MobileNet-SSD 1.00 0.74 0.85 0.81 0.003 28.45

YOLOv2Tiny 1.00 0.87 0.93 0.91 0.004 20.55

From these figures, we can observe that when increasing the level of confi-
dence, we obtain a better Precision, that is, the higher true positives. Neverthe-
less, the Recall is lower, as the number of detections is reduced, as well as the
possible false positives, causing the F1-score, Accuracy and FPR also lower.

The algorithm that obtained the highest F1-score and Accuracy is
YOLOv2Tiny, followed by MobileNet-SSD and SVM-HOG, so we can conclude
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that the classifier that has obtained the best results concerning our test set is
YOLOv2Tiny.

Regarding the FPS, as expected the best value is obtained when using SVM-
HOG because the drone camera can capture up 30 FPS. The results show that
YOLOv2Tiny is not able to process all images in real-time provided with the
camera because the algorithm only process 21 FPS approximately.

In light of the results obtained we have to establish a compromise between
efficiency and effectiveness to choose the algorithm to be used in the next exper-
iment to be carried out. Therefore we will use MobileNet-SSD with a confidence
value of 0.5 because we can guarantee acceptable results without causing loss of
information that would cause the algorithm not to work as good as expected.

4.2 A Real Use Case: Flying the Drone to Detect and Track People

According to the results of the previous experiment, and trying to establish a
trade-off between efficiency and effectiveness, the best algorithm to be used in a
real experiment is MobileNet-SSD. The use case consists in taking off the drone
to test how the detection algorithm with a confidence value of 0.5 behaves in a
real environment, with the aim of checking if our system is capable of detecting
and tracking people in a real-time scenario.

In Fig. 7 the complete sequence of actions carried out with the drone are
shown. These sequence of actions are:

1. The drone is placed in the middle of the environment and starts taking off.
2. Whilst the drone is flying, a person appears in the image, that will be

detected and tracked by the drone.
3. The person moves around the environment to be tracked by the drone.
4. Suddenly the person disappears from the image with the aim the drone will

rotate trying to find it, once it has lost (or failed to pick up) the person.
5. The drone must rotate until the person is detected again and continue track-

ing. The person moves left and right, forward and backward to check that
the developed movement control is working properly.

6. A new person appears in the environment. The person being followed by the
drone will approach the new person in the environment. The drone is able
to detect both people. Once they are detected, the person being followed
disappears from the image, and the drone starts to follow the new detected
person.

7. The new detected person moves around the environment until she meet the
person previously detected in the middle of the environment.

8. Both people will come together to be detected by the drone, and once both
people are detected, the person being followed will disappear from the image,
so that the drone begins to follow the initial person again.

9. Now both previously detected people disappear from the image so that the
drone is not able to detect anyone and starts again to rotate with the aim
of detecting a new person to follow.

10. The drone makes a complete turn rotating to the left, and after not detecting
anybody, it lands finishing the flight test.
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Fig. 7. Different situations through which the detection and tracking experiment occurs
in a real flight.

As we can see in Fig. 7 all actions are carried out properly by the proposed
system in a real scenario. In https://youtu.be/q7Ms6-wNmS8 you can find a
recorded video with the use case carried out.

https://youtu.be/q7Ms6-wNmS8
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5 Conclusions and Future Work

In this paper, we have proposed, implemented and tested a system based on
semantic segmentation algorithms that can detect and track people using the
information provided by an image captured by a drone. Besides, we have been
able to implement a system that obtains adequate results for people detection
and tracking using a low-cost device and pre-trained classification algorithms.

As a future piece of work, we want to extend this study to more sophisti-
cated drones that provide higher quality images, so that we can check whether
the semantic segmentation algorithms used are susceptible to be used in more
complex systems. We also intend to test the proposed system in a more realistic
real rescue situation. In the same way, we intend to extend the study to more
and new semantic segmentation algorithms and more real drones.

Acknowledgments. This work has been partially sponsored by the Regional Coun-
cil of Education, Culture and Sports of Castilla-La Mancha under grant number
SBPLY/17/180501/000493, supported with Feder funds.
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Abstract. The NAOTherapist architecture is a robotic platform which
aims to help patients with Cerebral Palsy and Obstetric Brachial Palsy to
improve their condition, through the autonomous interaction provided
by a social robot. This work is a Proof of Concept to evaluate if the
NAOTherapist Architecture can be distributed into several computers,
to get the benefits from Cloud Computing and Robotics as a Service. This
work focuses on the enhancement of the NAOTherapist architecture, in
which some of the components that compose the architecture have been
integrated into a cloud server. This new architecture allows to protect the
source code from being copied and to share the resources charged with the
intelligence of the platform. The distributed architecture introduce new
problems as the communication delay caused by the communication over
the network. Then, this problems has been evaluated both technically
and surveying the patients involved in the experiments performed. These
evaluations have shown promising results, confirming that it is possible
to deploy NAOTherapist as a Robotics as a Service.

Keywords: Robotic as a Service · Cloud Computing · Socially
assistive robotics · Neurorehabilitation

1 Introduction

Robotics as a Service can be seen as the union of service-oriented architec-
tures and Cloud Computing with software for robotic interfaces. During the last
thirteen years, it has been a raise in service-oriented architectures and Cloud
Computing models in which major computing companies started to support this
new paradigm [1]. This paradigm offers new solutions, for the users, to problems
that previously had a high computational cost and implied the need of expen-
sive resources. In addition, Robotics as a Service architecture has been widely
adopted due to the new commercial possibilities that brings to the Robotic com-
panies, as it allows a major control over the software they deliver to their users.

According to the definition of Cloud Computing stated in NIST publication
[5] definition, a Robot as a Service platform must have the following features:
c© Springer Nature Switzerland AG 2020
M. F. Silva et al. (Eds.): ROBOT 2019, AISC 1093, pp. 681–692, 2020.
https://doi.org/10.1007/978-3-030-36150-1_56
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1. It must be an on demand service. This must offer the resources that the users
need and give every user what they ask for but neither more nor less. This
can provide the users the capacity to perform expensive software operations
without the need of them all to buy the whole resources.

2. Broad network access. The users shall be allowed to connect to the service
from different locations and with heterogeneous devices.

3. Resource pooling. It consist on assigning resources to some users until they
stop using them and then reassigning that resources to other users that need
them. From the economical point of view this can help companies to buy less
resources and just reuse them sharing this resources among their users, but
appearing to their users as if they have always a whole resource assigned to
them.

4. Rapid elasticity. It consist as showing up to the users as if they belong an
infinite amount of resources. This allow the users to perform operations and
computations that need an expensive hardware to be performed.

5. Measured service. Resource service can be monitored and controlled. This can
help companies to monetize the application in function of what they used.

Robotics as a Service can also improve the development productivity, this is
because in a Robot as a Service architecture the software is located on the cloud,
on computers which have similar features, then it is not necessary to develop
a different version for the different platforms and operating systems that the
users may use, but just for the platform and operating system which runs on
the cloud computer. This can help to focus the development on fixing problems
and developing new features rather than on extending the software to other
platforms.

Some cloud-based robotic approaches deal with different communication pro-
tocols to guarantee data protection and computing models related to the archi-
tecture distribution [3]. New trends of cloud robotics point to service and assis-
tive robots. Paralleling the computation workload is important in order to solve
bottlenecks when interacting in real-world environments [8]. In particular, cur-
rently there are few works for cloud-based rehabilitation robots. The main moti-
vation of them is to manage therapy sessions remotely and to monitor the reha-
bilitation process through the Internet [4].

The NAOTherapist architecture is a Robotic Platform which aims to help
pediatric patients with Cerebral Palsy and Obstetric Brachial Palsy to improve
the state of their condition [2]. NAOTherapist uses a 3D sensor and a NAO robot
to autonomously drive upper-limb rehabilitation sessions to motivate and moni-
tor the evolution of the patients. Artificial intelligence is the core aspect to per-
form deliberative task reasoning and achieve enough autonomy to carry out these
rehabilitation sessions. This process relies on an external computer to distribute
the computational workload. Previous works confirmed that patients enjoyed
the robotic therapeutic sessions more when the social robot was involved in the
interaction [6,7]. The main reason for the NAOTherapist project to become a
Robotics as a Service is to improve the distribution capabilities and to keep
control over the features that the users are allowed to use on the platform.
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To date, the NAOTherapist architecture run in a complex architecture that
needs two computers, one running Linux and another running Windows, to run
one instance of the platform, which is valid for just one patient at a time [2].
With the emergence of cloud computing technologies, the need of using these
techniques to improve the resource usage and to protect the code arises. The
objective of this work is to enhance the implementation of the NAOTherapist
architecture as a Robotic as a Service (RaaS), by applying Cloud Computing
techniques, and to evaluate this new architecture, in order to know if it still pro-
vide an enjoyable communication with the patients, despite of the delay caused
by the communication over the network. The work presented in this manuscript
is in an early stage of development, some aspects such data protection and
a deep comparison with other potential computing models are part of a near
future work.

2 Methods

This section explains the requirements for this new NAOTherapist architecture
as well as the possible problems that will emerge from this architecture.

2.1 Design Requirements

This work is a proof of concept to evaluate if it is possible and feasible to imple-
ment the NAOTherapist Platform as a RaaS to get the benefits from Cloud
Computing. Then, the new architecture has to fulfill the following requirements:

– Requirement 1. It is necessary to protect as much code as possible from being
copied.
• In order to maximize the amount of protected code it would be optimal

to execute as many components as possible on the cloud. However there
are some restrictions due to the hardware components. For instance, the
controller components NuitrackComp and NaoComp can only operate in
local as they are strongly related to the hardware. In addition some of
the components shall modify the way in which the connections are estab-
lished. This is because in the connection between two components it may
be necessary to invert the role of each component in the communication,
to provide firewall traversal or to discover the server IP.

– Requirement 2. The resources charged with the intelligence of the platform
must be shared among different client computers.
• In order to remove the need of having two separate computers, it is nec-

essary to be able to locate the intelligence of the platform on a Cloud
Computer which will be connected by the client computers, and whose
resources will be shared among the different computers. This way the
expensive computations will move to the Cloud Computer.
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As it is a proof of concept, it is out of the scope of this work to be compared
with other robotic platforms, as it is the case of ROS. Moreover, for this first
iteration it will not be taken into account the security of the communications,
however, as the platform deals with sensitive data, it is important for the next
iterations of this work to ensure data protection and compliance with the laws
in force.

2.2 Design Problems

This new RaaS architecture will introduce new problems due to the communica-
tion over the network. Then, the design has to minimize these problems as much
as possible:

– Problem 1. There can be a delay in the communication among components
due to a limited bandwidth and the data transmission transfer time.
• In order to solve this problem it is necessary to analyze the delay due

to transfer time and to evaluate if this delay is long enough to make
the architecture useless for working in the cloud. It is also interesting
to compare the time required to perform request to servers in different
places in the world and to calculate where is the best place to locate this
servers.

– Problem 2. There can be limited resources in the cloud computer.
• As a result of having a finite amount of resources, it is necessary to analyze

how many instances of NaoTherapist can run in one cloud computer,
compare it with the resources available on that computer, and evaluate if
the number of instances per computer worth’s paying for that resources.

2.3 NAOTherapist as a Robot Service in the Cloud

The NAOTherapist Platform has been distributed across several computers, in
order to get the benefits from Cloud Computing and the from a RaaS platform.
With the objective of meeting the requirements stated in the Sect. 2.1, different
implementation of the NAOTherapist architecture has been implemented and
evaluated, however, in this work it is explained just the architecture which offers
betters results, according to the already stated requirements.

The NAOTherapist architecture which offered the best results consisted on
a computer running on the cloud, where the intelligence of the platform was
located, and a computer running locally, where the components connected to
the hardware, as the Kinect component and the NAO controller component,
ran.

Figure 1 shows the different components of the implemented architecture to
move the NAOTherapist architecture, previously running completely in just one
local computer, to a distributed architecture, which allows several computer to
connect to the intelligence of the platform, and to share these cloud resources
among different computers.
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Fig. 1. PELEA, NTExecutiveComp and NTVisionComp running on DigitalOcean

The components running on the cloud are PELEA, the component in charged
of performing the automated planning, deciding the next action to perform
according to the current state of the robot; NTExecutiveComp, the main con-
troller of the application, this component is the responsible of distributing the
tasks among the different components; and NTVisionComp, which is the com-
ponent that translates from the current articulation coordinates received by
NuitrackComp and compares this information with the expected articulation
coordination received by PELEA. All these components belong to the original
NAOTherapist architecture [2]. The changes on them allow their execution in
local or in distributed mode depending only on their configuration.

The component running on the computer are the local computer are those
which are closely related with the hardware and as consequence are constrained
to run on the same computer where the software is located. These components
are, NuitrackComp, which is the component responsible of reading images from
the Kinect camera and of converting them into a set of articulation coordinates to
send through the network, this conversion into coordinates is important because
sending full images over the network can saturate the bandwidth, decreasing the
speed of communication of the component over the network; and NAOComp,
which is the component that receives the next action to be performed by the
NAO and tell him to execute it.
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In the original NAOTherapist architecture, the one that was not distributed
over the network expected the components, PELEA, NTVisionComp and NAO-
Comp to perform always as servers. Their function was just to process the infor-
mation received by the other components and perform the appropriate action
according to their state. That communication schema was based in two main
premises:

1. All the components know the IP address and Port on which the server com-
ponents they connect with are running.

2. There is no firewall filtering the communication among the different compo-
nents.

This was not true anymore as a consequence of distributing the NAOThera-
pist architecture on several computers over the network. The first premise was
null-able in the case that one of the components which perform as a server
needed to be executed on a computer with dynamic IP address, as it is the case
of the NAOComp component, which runs on a local computer with an unknown
dynamic IP address. The second premise was null-able because even if it was
possible for us to set the firewall on the cloud computers, as they belong to us,
we were not able to decide whether or not there was a firewall running on the
local computer, and though we could not set the firewall rules. Then, it was
necessary to create a new communication schema not depending on these two
premises.

The result of the new communication schema can be observed in Fig. 1. The
arrows are directed from the component which initializes the connection, the
one that acts as a client, to the component which listens for a connection, the
one that acts as a server. While the black arrows represent the communica-
tions already present in the previous communication schema, the red arrows
represent the new connections introduced in this new implementation of the
NAOTherapist architecture. The main goal of these two new connections is to
allow the main controller, NTExecutiveComp, to be notified, by NTVisionComp
and NAOComp, with the information about the IP and Port on which they are
running. This is important because the NAOComp, runs always on a computer
with unknown IP address, then this notification is important. In the case of
NTVisionComp, this new connection is only relevant in the case it is desired to
distribute the components over different network computer with the objective of
reduce the work performed by every cloud computer.

Moreover, the new red connections allow to encapsulate their correspondent
black connections over the same session. This is important because it allows the
connection to be constrained by the firewall rules on the components running
on the cloud, the rules that can be managed by us. This is done because when
the client of the red connection performs the first connection, it opens a session,
and every request performed by the encapsulated black connection are treated
by the client firewall as communication belonging to the previously established
red connection. This way the firewall problem is surpassed.
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3 Evaluation

The Distributed NAOTherapist has been evaluated in terms of performance,
and compared with the previous architecture where all the components ran on a
local computer, aiming to prove that it is reliable to distribute the different com-
ponents in different computers on the cloud. It is important to notice that the
communication times are expected to grow, as consequence of placing the com-
puters far from the others, however, the objective of this evaluation to prove that
new introduced delay is short enough as to be acceptable in a Social Interaction
context.

The experiments have been carried out on two computers, a local and a cloud
computer. The features of these computers are the following:

1. Local Computer. The local computer uses Ubuntu 16.04 as operating system.
The computer hardware is composed by 8 GB RAM memory and 1 Intel Core
2 6300. This computer is physically located at Madrid (Spain).

2. Cloud Computer. The cloud computer uses Ubuntu 16.04. The computer
hardware is compose by 2 GB RAM memory and 1 Intel(R) Xeon(R) CPU
E5-2650L v3 @ 1.80 GHz. This computer is physically located at Frankfurt
(Germany).

3.1 Architecture Performance

This section compares the time that takes to communicate for the components
NAOComp and NTExecutiveComp, and NuitrackComp and NTVisionComp.
First, it is evaluated the communication time when the components run on
the same computer, and later, when they communicate over the network. Only
these two communication are evaluated, as these two are the only ones which
are strictly constrained to perform over the network, in the new Distributed
NAOThrerapist architecture.

In Fig. 2, it is compared the Local Communication and Cloud Communi-
cation between NTExecutiveComp and NAOComp. It is observable that the
communication time is about ten times higher, which means that it can delay
a lot the whole process, however, 0.04 s is an acceptable communication time
for the NAOComp component. This increment of time is explained because now
the communications are constrained by the network Round Trip Time, which is
much higher than the NAOComp processing time.

In Fig. 3, it is shown the comparison of the Local Communication and Cloud
Communication between NuitrackComp and NTVisionComp. It can be observed
that the Cloud Communication time is 0.02 s above the Local Communication.
This extra delay is half the average Round Trip Time, that is, because the com-
munication of these two components is unidirectional, and though only the time
for sending a message from NuitrackComp to NTVisionComp is measured. In
this case, the communication between the computer is higher than the NTVision-
Comp processing time, which implies that the communication time is constrained
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Fig. 2. Communication Time Graph between NTExecutiveComp and NaoComp

by the Round Trip Time. It can be also observed, that the Cloud Communica-
tion is very unstable, it is probably caused because the communication across
the network can be very variable.

Fig. 3. Communication Time Graph between NuitrackComp and NTVisionComp

After this evaluation it is possible to state that in the NAOTherapist archi-
tecture the communications are time constrained by the Round Trip Time.

3.2 Evaluation with Users

The new NAOTherapist architecture has been evaluated with a group of children
in the Joan Miró school, in Leganes. The children, who represented the target
patients of the platform, were coursing the first year of primary school and their
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ages ranged between 6 and 8 years old. During the evaluation, the children were
surveyed to know if the delays introduced due to the communication over the
network were significant in the context of the social interaction between patients
and platform.

The evaluations, have been evaluated with groups of children, in which one of
the children took the Main role in the communication with the system and the
other just took a Support role. The Main or lead children were chosen randomly
at the beginning of every session and the children were not aware about who was
the leading one. In this evaluation, 50 children have been evaluated, 20 of them
taking a Main role and 30 of them taking a Support role. In this work, only the
results for the children with Main role are shown, as they are the only ones who
relevant for this evaluation of the architecture.

After the evaluation the children were surveyed with five questions to know
if they understood the exercises, if they enjoyed the session and whether the
network delay was acceptable in the context of social iteration. The questions
were the following ones:

1. Question 1 (Did you understand how to work with the robot?). This question
aims to evaluate if the children understood what is the objective of the robot
and what they had to do in the interaction with the robot. It is important
because if they do not understand the exercises, then the interaction could
be unpleasant. This question can also determine whether should be improved
the introductory speech in which the Nao explains the exercises to perform.
The possible answers to this question ordered from worst to best are: Not at
all, Not so much, More or less, Sometimes and A lot.

2. Question 2 (Did you manage to get the robot postures done?). This question
aims to evaluate whether the children had problems performing the exer-
cises. It is important because if they have problems performing the different
positions they may feel frustrated, which can lead to negative answers. The
possible answers to this question ordered from worst to best are: Not at all,
Not so much, More or less, Sometimes and A lot.

3. Question 3 (Do you think the game was slow?). This question aim to evaluate
how they perceive the interaction with the robot either fast or slow. It is
important because it helps to determine if the children notice the delay in
the communication. The possible answers to this question ordered from worst
to best are: A lot, Sometimes, I don’t know, Not so much and Not at all.

4. Question 4 (Did robot green eyes color help you to imitate the robot?). The
eyes of the robot turn slowly to green when the children are performing right
and they turn white when the children are performing wrong. Then, this
question tries to evaluate if the application refresh delay is imperceptible for
the children despite of the communication delay. The possible answers to this
question ordered from worst to best are: Not at all, Not so much, I don’t
know, Sometimes and A lot.

5. Question 5 (Do you think the robot performed fast?). This question is exactly
the same that Question 3 but negating its predicated. The objective of this
question is determine if the children are providing coherent answers to the
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questions, if the answers are coherent the answers should be an inversion of
Question 3. The possible answers to this question ordered from worst to best
are: Not at all, Not so much, I don’t know, Sometimes and A lot.

Figure 4 shows that the Questions 1, 2 and 4 have a trend in which the best
answer, A lot, is the most voted and the worst answer, Not at all, is almost not
voted at all. It can be explained as a result of most of the children understanding
the exercises to perform with the robot and the positive feedback given by the
robot on every exercise. Moreover, the communication delay was low enough to
allow them to benefit from an immediate feedback. Then these questions have
the best answers.

Fig. 4. Survey answers frequency graph (main children)

In contrast, the results of Questions 3 and 5 (see Fig. 4) do not have a pre-
ferred value and they have almost inverted values. The fact that Question 3 is
the inversion of Question 5 explains why the results of Question 5 are exactly
the inverted values. In addition, a lot of children mark the game and the robot
as slow, and also there is plenty of children who marked I don’t know as answer
because the NaoTherapist Game interaction is planned to be slow, as they are
designed for therapies. However, this does not mean that the communication
time between the different components is slow.

Moreover, in this evaluation, it has been also evaluated the communication
delay between the components which communicate over the network from a
technical point of view to know the communication delay in a close to real
environment, and to compare it with the results obtained in the previous section.

Table 1 shows the Average, Max, Min and Standard Deviation of the com-
munication time for NTVisionComp-NUITrackComp and NTExecutiveComp-
NAOComp of all the request in every session performed during the school eval-
uation. On one hand, for the NTVisionComp-NUITrackComp communication,
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comparing the obtained results with those of Sect. 3 it is possible to appreciate
a rise on the average time from 0.021 s to 0.035 s due to the speed of the ele-
mentary school network, and a very high rise on the standard deviation from
0.0009 to 0.02 due to the stability of the network. On the other hand, for the
NTExecutiveComp-NAOComp communication, it is possible to appreciate a rise
on the average time from 0.041 s to 0.068 s due to the speed of the elementary
school network, and a very high rise on the standard deviation from 0.001 to
0.029 due to the stability of the network.

Table 1. Communication Time Graph between distributed components during school
evaluation

Global data NTExecutiveComp-NAOComp NTVisionComp-NUITrackComp

Average 0.068 s 0.035 s

Max. 0.227 s 0.181 s

Min. 0.039 s 0.020 s

Std. deviation 0.029 s 0.020 s

4 Conclusion

The evaluation results show that it is possible to implement the NaoTherapist
architecture as a RaaS platform, as the communication delay are constrained
by the network Round Trip Time and they are not too high in the context of
social interaction. Moreover, the survey to the children shows that they were
able to benefit from the feedback given by the robot, which is a feature that
needs to perform fast in order to offer any benefit. The architecture shall be
executed totally or partially on the cloud. Then in this iteration of the project it
has been implemented and evaluated the possible distributions of the NaoTher-
apist architecture in order to know the advantages and disadvantages of each
distribution.

The results obtained from the evaluation have been mostly promising. Then,
we can state that it is possible to implement and effective NAOTherapist RaaS,
then the following iterations will focus in improve the usage of this platform
by improving the Configuration Interfaces and the management of the data of
this Distributed architecture. It is also important to improve the security of the
system, as it will deal with personal clinical data.

The different distributed architectures implemented for this iteration of the
project have been: PELEA on the cloud, PELEA and NTExecutive on the cloud,
and PELEA, NTVisionComp on the cloud, being the first one the less interesting
for the project and the last the most interesting, in terms of code protection and
having the control over most of the components.

The evaluation of the different distributed architectures showed that the com-
munication across the network was constrained by the Round Trip Time. Then,
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the time required for sending a message was more significant than the process-
ing time, except for the communication with PELEA. However, the Round Trip
Time is small enough to allow the NaoTherapist architecture to work as a Real
Time application from the user experience point of view.

In conclusion, as every distributed architecture meets the minimum require-
ments to work properly, it has been proven that it is possible to run the NaoTher-
apist architecture as a Robot as a Service. In addition, the distributed architec-
ture which runs more components on the cloud is preferred, so the PELEA,
NTExecutiveComp and NTVisionComp on the Cloud architecture is the one
which is chosen to implement the distributed NaoTherapist architecture.

Finally, it is also important to remark that it is a proof of concept and as
future work it is important to implement the security in the platform connec-
tions, to comply with the data protection laws in force for sensitive data.
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