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ABSTRACT Proper evaluation of realism in immersive virtual experiences is crucial to ensure optimisation
of resources. This way, we can take better decisions while designing realistic immersive experiences, priori-
tising factors that have a higher impact on the perceived realism of the virtual experience. This systematic
review aims to provide readers with an overview of methodologies used throughout the literature to evaluate
realism in immersive virtual, augmented and mixed reality. A total of 79 from 1300 gathered articles met
the eligibility criteria and were analysed. Results have shown that virtual reality is by far the platform where
realism studies were performed. Head-mounted displays are by far the preferred equipment for such studies.
Visual realism is the most researched, followed by audiovisual. The majority of methodologies consisted
of subjective, as well as a combination of objective and subjective measures. The most used evaluation
instrument is questionnaires where many of which are custom and non-validated. Presence questionnaires
are the most used ones and are often used to evaluate the presence, perceived realism and involvement.
Cybersickness evaluation is consistently assessed by one self-report questionnaire.

INDEX TERMS Virtual reality, augmented reality, mixed reality, methodologies, realism.

I. INTRODUCTION

The possibilities of realistic virtual experiences are vast and
still being explored in several application fields as technology
advances, allowing higher realism. Because realism enables
a better illusion of the virtual environment as being real, such
can lead users to act the same way they would in an analo-
gous situation. In terms of research, previously inconceivable
experiments due to constraints in costs and logistics and
ethics [1] can now be considered to be done using realistic,
immersive experiences (assuming the results are replicable in
real-world conditions). It also opens doors for training profes-
sionals by giving them real-world experience [2]. The knowl-
edge they gathered in those experiences can be translated to
real-world situations, bypassing costs, time, and safety con-
straints [3]-[6]. Immersive experiences can also help users
understand complex data-sets and structures, as proven by
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C4X Discovery laboratory where new drugs were devel-
oped with the help of VR to visualise structures of complex
molecules [7]. Several companies are already adopting virtual
experiences in the marketing department to showcase the
product or service to clients [8] by creating a virtual experi-
ence very close to the real one. Tourism is also being targeted
in studies to research if users intent on experiencing tourism
is increased by previewing those experiences firstly in
VR [9]-[11]. Other studies address the potential of this tech-
nology to protect cultural heritage by giving users a similar
realistic experience as if they were there [12], [13].

There is an evident pursuit for realistic virtual experiences
through the years. Since the earlier days, we have dreamt
of creating such realistic experiences both in entertainment
(Morton Heilig’s Sensorama [14]), but also in more serious
applications such as training professionals (Edwin Link’s
trainer [15]). Ivan Sutherland’s Ultimate display concept [16]
is an example of that ambition. Presented in 1965, it consisted
of an experience so real that users could not distinguish it
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from reality in every aspect. Such experience would be so real
that a virtual bullet could harm the human body similarly to
reality. Although being impossible today, as it would require
a computer able to control matter, we should note that with
technological advancements, we can now render much more
detailed virtual worlds and stimulate other senses, slowly
approaching the extreme of the Ultimate Display concept.
These advancements allow us to isolate users from real-world
stimuli better while providing coherent and detailed synthe-
sised stimuli, something considered science fiction several
years ago. Nevertheless, technological barriers still exist, and
it is important to wisely manage available computational
resources and human resources to provide the best realistic
experience within the given constraints. We need to prioritise
certain factors over others so we can better optimise the use
of resources depending on the virtual experience context.
However, to do such, we first need to understand what can
improve the perceived realism under several conditions and
that researchers need proper methodologies.

Realism is defined differently between authors, but ulti-
mately its meaning is closely the same across studies - “A
virtual experience that meets our expectations of what reality
is”’. Hoorn et al. [17] considered that a simulation is realistic
enough when it can achieve its goal. Slater et al. [18] explore
the visual factor of realism, segmenting it into geometric
(similarity of the virtual object against its real counterpart)
and illumination realism (how close to reality the lighting
simulation is). Perroud et al. [19] further explored the real-
ism concept in virtual experiences, presenting five realism
acceptations:

1) “Realistic looking: very detailed shaders and materi-
als, hard work on lights in the scene and other artistic
tricks.”

2) “Realistic construction of the virtual world: what is
implemented is based on scientifically proven models
(e.g. gravity, dynamics)”

3) “Physiologic realism: the inputs received by the body
are the same that those it would receive in a real situa-
tion, even if overall it seems odd to the observer.”

4) “Psychological realism: the implementation seems
realistic to the observer, even if it is, in fact, over or
under-powered (e. g. walking speed, the field of view)”’

5) “Presence: even if the scene is only made of
non-textured polygons, the maximum the presence,
the better.”

There are also terms closely related to realism, where
authors definitions closely resemble the realism ones. Fidelity
is defined by Alexander et al. [20] as “‘the extent to which the
virtual environment emulates the real world”, Franzluebbers
and Johnsen [21] considers that “a high-fidelity approach
would attempt to replicate most, if not all, of an object’s
physical properties” and Meyer et al. [22] defines it as “‘a
measure of the degree to which a simulation system repre-
sents a real-world system’. Similarly, authenticity is defined
by Gilbert [23] as “whether the virtual environment provides
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the experience expected by the user, both consciously and
unconsciously”.

Presence (the subjective feeling of being in the virtual envi-
ronment [24]) is often found in realism related studies [18],
[25]-[27], where higher realism results in a more heightened
sense of presence. However, as Bowman and McMahan [27]
state, this is not always the case. In specific fields such as
the oil and gas industry, a higher level of realism is necessary
to visualise complex 3D models correctly, where a sense of
presence is not needed.

We can verify that realism, fidelity and authenticity have
very similar meanings. In this paper, we consider realism as
everything that represents the real-world experience, encom-
passing several author definitions of realism and related
terms.

This systematic review aims to give researchers an
overview of used methodologies to evaluate realism related
factors in immersive virtual environments (IVEs) using
Virtual, Augmented and Mixed Reality. The research ques-
tion (RQ) considered for this work is: ‘““What are the method-
ologies being used to study the realism in IVEs”"). To the best
of our knowledge, no other work reviewed methodologies
for realism evaluation in all stimuli in IVEs. It will identify
research gaps and limitations and suggest new approaches
that can be considered in future works. Readers will gain a
better insight into evaluating realism while avoiding known
limitations on previous studies or even test new methodolo-
gies, improving upon the previous works.

Il. METHODOLOGY

We used PRISMA methodology [28] to perform this sys-
tematic review, which provides transparency in the docu-
ment selection phase. By following such a methodology,
the study’s replicability is ensured. To meet our goals and
answer the RQ we have defined inclusion and exclusion
criteria which can be found in Table 1.

TABLE 1. Inclusion (IC) and exclusion criteria (EC) considered in
document selection.

Criteria Description

1CO The title, abstract or keywords match the search
query.

IC1 Search results from manual search.

IC2 Work published in refereed journal or conference.

1C3 The paper is written in English.

ECO Duplicate Studies

EC1 Work not published in refereed journal or confer-
ence

EC2 Text is not available

EC3 The paper is not written in English

EC4 Does not consider immersive VR/AR/MR

EC5 The document does not consider the evaluation of
realism of the virtual experience in a comparative
study.

EC6 Does not compare two or more conditions between
the same immersive setup

EC7 Out of scope
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The search query considered keywords related to immer-
sive Virtual, Augmented, and Mixed reality, as well as, terms
related to realism and methodologies. Papers had to con-
tain one of the following keyword: “virtual reality” OR
“augmented reality” OR “mixed reality” OR “VR” OR
“AR” OR “MR”. They also had to contain one of the key-
words related to immersive virtual experiences: “‘immersive”’
OR “cave” OR “hmd” OR ‘“head mounted” OR ‘“head
mount” OR “head-mounted” OR “head-mount” OR “‘head-
set”. To filter papers that do not consider realism, one of
the following keywords had to be present: “authentic” OR
“authenticity”” OR ““credibility”” OR ““coherent” OR “cred-
ible”” OR “believable” OR “coherence”” OR “fidelity” OR
“aesthetics” OR “‘realism” OR “‘realness”. Finally, to ensure
papers included methodologies to evaluate realism, one of the
following keywords was obligatory: “measure”” OR “‘mea-
surement” OR “evaluate” OR “‘evaluation” OR “quan-
tify”” OR “quantification” OR “‘estimate” OR “‘estimation”
OR ‘“‘assess” OR ‘“‘assessment” OR ‘“methodology” OR
“method” OR “framework”.

Document search was performed in four well-known elec-
tronic databases, considered to be representative of the scope
of this paper: IEEE Xplore, Elsevier Scopus, Clarivate World
of Science, and ACM Digital Library. Additionally, a manual
search was also performed on Google Scholar. The search
was performed for documents up until the first trimester
of 2020 (April 6™). A total of 1300 papers were recorded
(1287 from databases searches and 13 from manual search).
After duplicates removal, 810 papers were considered for
abstract screening according to the inclusion and exclusion
criteria, being that 425 documents were discarded. From
the resulting 385 documents eligible for full-text screening,
79 were considered for analysis and data retrieval for this
systematic review. A summary of the selection process is
illustrated in Figure 1.

‘ |EEE Xplorer - 216 ‘ ‘ Scopus - 657 ‘ ‘Web of science - 260 ‘ ‘ ACM Library - 154 ‘
1 287 records identified 13 records identified through
through database searching other sources
I T

490 duplicates removed 1 300 total records ‘
425 records removed 306 records removed
EC0-2 810 records screened by EC0-6
EC1-0 abstract EC1-5
EC2-0 EC2-15
EC3-0 i EC3-7
EC4-42 385 full-text articles assessed EC4-59
EC5 - 381 for eligibility EC5- 185
EC6-0 9 EC6-28
EC7-0 l EC7-1

79 studies considered for
analysis

FIGURE 1. Prisma Methodology flow diagram.

A. DATA COLLECTION

From the 79 documents, we have retrieved all data needed to
answer the RQ, namely:
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« Immersive Technology: What type of immersive tech-
nology was used (i.e., Virtual Reality, Augmented
Reality or Mixed Reality).

o Immersive System: The type of equipment used to
provide the immersive experience (HMD or CAVEs).

o Stimuli: What stimuli were used during the experience.

o Type of evaluation: Whether objective or subjective
methods were used to gather data.

o Evaluation Instruments: What type of instruments
were used to gather the data.

« Variable Group: What dependent variables were being
studied.

Regarding the categorisation of variables, no taxonomies
were adequate to be used in this systematic review. To organ-
ise data, we have proposed a new taxonomy to categorise
every dependent variable found from the data gathering
process (table 2).

Based on the virtuality continuum [29], we segmented VR,
AR and MR in the following way: VR considers experiences
where everything is virtual, AR considers experiences where
virtual elements are overlapped on top of the real-world,
and everything in-between VR and AR extremities of the
virtuality continuum is considered to be MR in this study.

A document quality analysis was performed to provide
an overview of the studies methodology and sample size.
The analysis was done in the course of the full-text analy-
sis. The scoring system was based on Connoly et al. [30],
Feng et al. [31], and Melo et al. [32] works and was per-
formed by two researchers to avoid bias (if there were no con-
sensus, a third reviewer would decide). The quality evaluation
consisted of two items rated from 1 (lowest) to 3 (highest),
with the final score being the sum of both scores. The scoring
was given based on the following metrics:

Sample size: lower than the recommended number get one
point, recommended sample sizes get two points, higher than
recommended get three points (sample size recommendation
based on Macefield et al. [33]).

Methodology: based on the instruments, materials, pro-
cedures, limitations and reproducibility. In the presence of
severe issues, papers get one point. Papers with non-critical
issues which do not affect the trustworthiness study get two
points. Papers with minor issues get three points.

IIl. RESULTS AND DISCUSSION

The RQ seeks to identify which methodologies are being
used study realism in IVEs. We start with the document
quality synthesis followed by a discussion of the results of:
Immersive Technology, Immersive System, Stimuli, Type of
Evaluation and Evaluation Instruments.

A. DOCUMENT QUALITY SYNTHESIS

The mean quality score from all 79 documents considered
for full-text was 4.32 points, with a standard deviation of 1
(Figure 2). Documents with a score equal to or higher than
4 are considered high quality. Thus, 65 documents (82.3%)
are considered high-quality and provide an overall good
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TABLE 2. Dependent variable Categorisation.

Dependent Categorisation

Description

User Experience (Embodiment)

User Experience (Perceived Environment Realism)
User Experience (Task Satisfaction)

User Experience (Virtual Agents)

User Experience (Involvement)

How user evaluate their self-avatar

The users subjective perception of virtual environment realism

The user’s subjective task satisfaction.

How users perceive other virtual entities

User involvement with the virtual experience (e.g. pleasure, stress, engage-

ment, boredom, etc.)

User Experience (User preference)

The subjective preference of users (e.g. prefer better lighting than better

physics simulation)

User Experience (Presence)

The sense of presence felt by users [24]

User Performance (Effectiveness/Efficiency)

The effectiveness and efficiency of users when performing tasks [34].

User Behaviour

User behaviour during the virtual experience

Physiologic Responses

The user’s physiological response (e.g. heart rate, skin conductance, etc.)

40

35 N=79
M=4.32
SD=1

Frequency

e i S )
cwmo LSt S
ILpJ

-

-

2 3 4 5 6
Quality scores

FIGURE 2. Quality assessment scores histogram.

sample count and robust methodology. We conclude that
research in this field is in a mature phase where methodolo-
gies are well supported by previous studies and sample sizes
high, which can be justified by the current growth potential
of IVEs in several fields.

B. IMMERSIVE TECHNOLOGY

Immersive Technology is classified as VR, AR and MR.
The vast majority of the documents studied realism in
VR (74 occurrences - 94%), with the rest being distributed
in MR (3 occurrences - 4%) and AR (2 occurrences - 2%)
(Fig. 5a). Although each document focused on only one
immersive technology (VR, AR or MR), two compared a
fully VR experience against an MR one [43], [69]. As such,
both documents counted for both VR and MR.

As the data indicates, VR is the main focus of the study
of realism. The closer to the real environment in the vir-
tuality continuum, the less control over the virtual experi-
ence. In other words, what is already real cannot be further
improved as it is already fully representing reality. How-
ever, it can be manipulated and downgraded through image
processing [72].

Evaluation of realism in AR and MR might work differ-
ently than in VR. Users are not totally isolated from real
stimuli in AR and MR as it happens with VR. Because the
reality is mixed with virtual elements, users might use it
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as a baseline to compare the virtual stimuli. What could be
considered real in VR might be perceived as less real in AR
and MR due to this comparison, especially in AR, as most of
the stimuli are real. However, the same can happen the other
way around as users might rate the experience more real just
because they see the real stimuli, even if the virtual stimulus
is rated as non-realistic. This raises the complexity of realism
evaluation in AR and MR. As such, we suggest the evaluation
methodology to be centred around the virtual elements and
how they blend in between the real stimuli instead of only
evaluating the overall experience realism.

Other reasons that can justify this result are: (a) availability,
(b) popularity, (c) price, (d) setup complexity, and (e) the
possibility of total control over what to simulate, totally
abstracting the users from the real surroundings. The latter is
of particular use when one wants to fully recreate an environ-
ment that is impossible, dangerous or expensive to replicate in
situ. For example, a simulator to train firefighters in a building
fire is a situation that may be better replicated in VR than MR
or AR. MR presents the challenge of introducing seamlessly
real objects in an entirely virtual environment, which often
require more equipment and video segmentation techniques
that may not work well in harsh or otherwise uncontrolled
conditions. AR works well under the assumption that the real
environment is controlled, and extra virtual elements could
be overlaid on top of it. Again, considering this example,
AR would not be the best platform, as it would require the
environment that exists in the real world. Also, immersive
AR equipment, such as HoloLens, have a narrow field of
view. Due to how the overlay works, virtual objects cannot
wholly occlude the real environment as they will always
be transparent. Each platform has specific advantages and
disadvantages. However, VR, for its ability to fully replace
the real world with a virtual one, is the most flexible platform
to work, contributing to its wide adoption.

C. IMMERSIVE SYSTEM

Immersive System is divided into three major groups
(Fig 5b): HMD (85%), CAVE (13%) and Stereoscopic Dis-
play (2%). HMD is by far the most used immersive system,
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TABLE 3. List of questionnaires used and the variable groups they evaluated.

Questionnaire | Variable Group | Freq | Documents

Standardised Embodiment Questionnaire [35] Embodiment 1 [36]

Botvinick and Cohen (1998) [37] Embodiment 1 [38]

PANAS [39] Embodiment 1 [40]

Partner Perception scale [41] Embodiment 1 [40]

Virtual Body Ownership Illusion (VBOI) [42] Embodiment 1 [43]

Illusion of Virtual Body Ownership (IVBO) [44] Embodiment 1 [45]

Custom Embodiment 3 (33.3%) [46]-[49]

Semantic Differential (SD) rating scales [50], [51] Per. Env. Real. 1 [52]

Presence Questionnaire (PQ) Ver. 3.0 [53] Per. Env. Real. 1 [54]

SUS questionnaire [55] Per. Env. Real. 1 [56]

Presence Questionnaire (PQ) [57] Per. Env. Real. 4 [58]-[61]

Hendrix and Barfield (1996) [62] Per. Env. Real. 1 [59]

Igroup Presence Questionnaire (IPQ) [63] Per. Env. Real. 1 [59]

Custom Per. Env. Real. 15 (62.5%) [641-[78]

Self-Assessment Manikin (SAM) [79] Task Satisfaction 1 [80]

PSSUQ [81] Task Satisfaction 1 [54]

NASA-TLX [82] Task Satisfaction 1 [54]

The Borg rating of perceived exertion (RPE) scale [83] Task Satisfaction 1 [84]

INTUI [85] Task Satisfaction 1 [86]

Custom Task Satisfaction 4 (44.4%) [47], [49], [60], [74]

Rosenberg self-esteem scale [87] Virtual Agents 1 [88]

Trust [89] Virtual Agents 1 [45]

Self-Assessment Manikin (SAM) [79] Virtual Agents 3 [45], [86], [90]

Humanness and Eeriness [91] Virtual Agents 3 [45]

Custom Virtual Agents 9 (52.9%) [40], [74], [88], [92]-[97]

Presence Questionnaire (PQ) [57] Involvement 1 [58]-[60]

Igroup Presence Questionnaire (IPQ) [63] Involvement 1 [59]

PANAS [39] Involvement 1 [98]

STICSA [99] Involvement 1 [100]

CSAI-2R [101] Involvement 1 [100]

Immersion IEQ [102] Involvement 1 [86]

Engagement GEQ [103] Involvement 1 [86]

E2I's enjoyment scale [104] Involvement 1 [86]

Custom Involvement 1 [48], [49], [75], [76], [78]

Custom User Preference 10 (11.1%) [36], [60], [67]-[69], [73], [86],
[95], [97], [105]

Presence Questionnaire (PQ) [57] Presence 7 [59], [60], [66], [74], [84], [106],
[107]

Presence Questionnaire (PQ) Ver. 3.0 [53] Presence 1 [54]

Igroup Presence Questionnaire (IPQ) [63] Presence 10 [59], [108]-[110]

SUS questionnaire [55] Presence 10 [36], [52], [84], [90], [95], [111]-
[113]

Hendrix and Barfield (1996) [62] Presence 1 [59]

MEC-Spatial Presence Questionnaire (MEC-SPQ) [114] | Presence 1 [108]

ITC-SOPI [115] Presence 1 [111]

E2I’s presence scale [104] Presence 1 [86]

Social Presence Scale [116] Presence 1 [40], [45]

Social Presence Survey [117] Presence 2 [73], [95]

Custom Presence 9 (17%) [43], [43], [56], [72], [96], [108],
[113], [118], [119]

Custom | User Performance | 7(100%) | [106], [112], [120]-[124]

Simulator Sickness Questionnaire (SSQ) [125] Physiologic Responses | 8 [56], [61], [66], [106], [110],
[112], [126]

Motion Sickness Assessment Questionnaire [127] Physiologic Responses | 1 [109]

Custom Physiologic Responses | 1 (10%) [72]

which can be explained by: (a) VR, AR and MR can be
used with HMDs, (b) HMDs are less complex and expensive
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than CAVEs, (c) HMD are mobile (not requiring a fixed
installation).
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FIGURE 4. Type of HMD used.

Analysing how the use of the immersive systems evolved
over the years, one can see that the use of HMD was a little
more evident than CAVEs. However, after the year 2016,
the use of HMDs over CAVEs highly increased. Market-
share data from 2016 [128] shows a huge percentage of
HMD’s unit shipment was from Google Cardboard (69%)
followed by Samsung Gear (17%) with a very small margin
for Oculus Rift and HTC Vive (1% each). However this is
not reflected in the results, as many studies used HMD from
HTC (around 13 documents), Oculus (around 25 documents),
nvisor (around 8 documents), or Kaiser (around 5 documents)
(Figure 4). However, two documents were found to use Sam-
sung Gear, a smartphone based mobile VR platform. Note
that not every study stipulated which HMD was being used.
Based on this data, we speculate that mobile solutions might
not be sufficiently robust to perform this type of research due
to their limited computational capabilities (e.g, lack of per-
formance, lack of screen quality, or possible tracking issues),
making the newer Oculus Rift and HTC Vive preferred plat-
forms. The drop seen in 2020 (Fig. 3) is explained by the fact
that the search was performed at the end of the first trimester
of 2020.

D. STIMULI CONSIDERED
Figure 5c depicts how frequently each combination of stimuli
was present between documents. The wide majority (53%)
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featured only visual stimuli. Around 35% used a bi-modal
approach where 23% added audio, and 12% added haptic in
conjunction with visual. Only 11% used a combination of
three stimuli (visual, audio and haptic). Finally, only 1 doc-
ument (< 1%) considered four modalities (visual, audio,
haptic, and scent). Curiously, no documents were found fea-
turing Visual+Scent. Our results corroborate the review of
Melo et al. [32] on multisensory VR, where haptic seems
to be the most used stimulus beyond visual and audio and
where scent and particularly taste are a lot less researched
due to being more complex to implement. Please refer to
his review for a more focused and in-depth discussion about
multisensory stimuli in both immersive and non-immersive
VR setups.

We consider the visual stimulus the obligatory stimuli for a
given system to be considered immersive. HMD, CAVE, and
large stereoscopic displays all work by deceiving the visual
sense. The bi-modal approach of visual and audio is present
in less than a quarter of the documents. The research team
expected a higher usage percentage of this particular bi-modal
approach due to being easy to implement due to the wide
availability of technology. Although there are complex and
expensive audio setups (such as using a speaker array in an
anechoic chamber [65]), headphones are relatively easy and
straightforward to use. Also, some studies required users to
speak out loud or talk with researchers, being that in these
cases the use of headphones or audio could interfere with
the communication [129], [130]. Another reason could be
that researchers focused more on studying visual realism than
audio, resulting in more documents considering only visual
stimuli. Such could be because vision is the most important
of all our senses and its importance and complexity create
a bias towards vision stimulus research. Hutmacher [131]
argues that this is debatable and proposes two additional
explanations to why vision is the most researched sense:
(a) today’s technology is better suited for studying vision
than other senses and (b) due to cultural reasons as we live
in a visual society which places a higher value on vision
than other senses. This is reflected in the data, as there were
many different variables tested regarding the visual stimulus
(discussed ahead). Then again, the fact that visual alone is the
most explored sense could also be because IVEs rely heavily
on vision.

Haptic stimuli include both passive and active. The use of
haptic may not be as easy to implement as audio, sometimes
requiring specific equipment and a precise tracking system
(particularly for active haptics) that may not be feasible in
specific contexts. Such may explain in part why it is present
in only 23% of the documents. Passive haptics consists of
real objects with the same shape and placed in the same
place as a virtual object. When users interact with virtual
objects and feel that something is really there, then the illu-
sion that the virtual experience is real might be higher than
when users touch virtual object to see their body part go
right through them. Regarding active haptics, the most used
ones consisted of vibration or force-feedback. Stimuli such
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as Wind and Thermal were only found in 2 and 1 stud-
ies, respectively. Nevertheless, active haptics setups might
be highly complex as they ranged from small vibrotactile
actuators [132] to torque-controlled robot arms [75], motion
platform simulating the motion of vehicles [66], to prototypes
synthesising texture haptic feeling [133] and mid-air haptic
devices [38].

The Scent is by far the least studied stimulus (in the context
of realism studies in IVE), being found in one document
together with visual, audio and haptic [110]. No studies were
found that focused on how scent alone influences the realism
of an IVE. Some reasons may be that (a) scent is not a critical
stimulus in several contexts. In experiences/simulations such
as production line assembly or teleconferences meetings,
Scent may not play a critical role in the experience and the
user to be successful. Therefore, Scent may be discarded as
its presence is not worth the added apparatus complexity.
However, in some contexts such as firefighter training or gas
leak detection, Scent may be such a critical stimulus that
its absence may render the simulation incomplete. Another
reason may be due to (b) the increase of complexity and
expenses through specialised equipment to capture and/or
deliver Scent may not justify it in contexts where scent is
not required to fulfil the experience’s purpose. Nevertheless
a clear gap exists here, as scent should be more researched in
IVE to fully understand its impact on realism in both contexts
where it is critical and non-critical.

E. TYPE OF EVALUATION

Overall, 44% of the documents considered both Subjec-
tive and Objective metrics, 41% considered only Subjective
metrics and the 15% left only considered objective ones
(Figure 5d). The analysed papers show a clear preference for
subjective metrics, being present in 85% of works. We could
speculate that some of the reasons could be due to (a) how the
user perceives realism and how it impacts their experience is
something that is intrinsic to the mind and how it understands
the world. IVEs are all about deceiving the brain by isolating
the user from the real world stimuli and providing synthe-
sised ones. Therefore the subjective evaluation is expected
to be present in this type of studies. Another reason may
be due to (b) researchers trying to find correlations between
subjective metrics and objective metrics and, for example,
assessing one’s notion of how realistic was the experience
and then understanding how it affected their performance
(objective). If replicable, one could then use objective metrics
to assess the level of realism users felt. It may also be due to
(c) producing more reliable results by using subjective and
objective metrics to back up each other and identify possible
subjective bias or limitations in the methodology. Such cases
could justify the majority of studies applying both subjective
and objective metrics. Finally, it could also be due to (d) the
existence of more validated subjective metrics than objective,
leading researchers to use them over the objective ones, or use
both and try to close such gap.
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F. EVALUATION INSTRUMENTS

The evaluation instruments were categorised in Question-
naires (55%), Logs (32%) - data automatically logged by
the system or manually noted by the researcher, Interview
(5%), Observation (2%) - the researcher observing the partic-
ipants, and Physiological measurements (6%) - data gathered
through physiologic equipment.

As figure 5e shows, Questionnaires are the most used
instrument to gather data, which could result in both
subjective and objective data (e.g. measuring participant’s
performance through a test). Table 3 shows the most used
questionnaires and what dependent factors they evaluated.

We should also note that many authors used custom
or adapted versions of validated questionnaires. The high
number of custom questionnaires addressing the perceived
environmental realism and the need to use subscales of val-
idated presence questionnaires might suggest the lack of a
validated realism focused questionnaire. We also note that
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custom non-validated questionnaires should be used with
caution, as they might not evaluate what researchers expect
them to evaluate. We can verify in Table 3 that custom
questionnaires are more frequent in some variable groups.
This may suggest that (a) there is no validated questionnaire
capable of evaluating what researchers are trying to study,
(b) the questionnaire is not fit to be used within the chosen
methodology (e.g. too long to be used between or even within
the virtual experience itself) or (c) what is being evaluated
is too specific to be covered by a validated questionnaire
(such as user performance and user preference question-
naires). The data also shows that some variable groups present
a more consistent use of validated questionnaires. On per-
ceived realism, Presence Questionaire (PQ) was used consis-
tently. On virtual agents evaluation, both the Self-Assessment
Manikin (SAM) and Human and Eeriness questionnaires
were persistently used. Presence evaluation was frequently
evaluated by essentially three questionnaires: Presence Ques-
tionaire (PQ), Igroup Presence Questionnaires (IPQ) and SUS
Questionnaire. However, there is an ongoing discussion about
how presence questionnaires are not robust enough to eval-
uate such an subjective metric [134], [135], suggesting that
we need to move away from questionnaires and adopt other
methodologies. Regarding cybersickness, Simulator Sickness
Questionnaire (SSQ) was shown to be the most consistently
used questionnaire to address this physiologic response. The
fact that this questionnaire was published in 1993 and is still
vastly used today indicates it’s robustness to evaluate such
symptoms.

As these type of studies revolve around computers, logs
also can be easily setup, which may justify why it is the sec-
ond most used type of evaluation instrument. They allow
recording multiple variables in a precise, unbiased and objec-
tive way.

Interviews are less used in comparison with the former
instruments. They allow open-ended questions with the possi-
bility of adaptation in real-time. Because there may be several
variables that can change how users perceive the IVE as
real, little details might be missed through other evaluation
instruments, where interviews can provide valuable insight.

Physiological measurements are present in 6% of the
works. Overall, physiological measurements consisted of
heart rate, skin conductance, and electrocardiograms. The
research team was expecting a higher percentage because
physiologic responses are objective and can help researchers
better understand how participants react to different levels
of realism that otherwise could not be picked up in other
instruments. We speculate that it may not be easy to set some
physiological measurements, as they require proper equip-
ment and proper analysis and may be intrusive during the
IVE. The fact that users might have the liberty to navigate and
interact in the environment as they would, in reality, might
present an obstacle for specific physiological measurements,
such as electrocardiograms, introducing noise in captured
data. Also, due to the HMD apparatus covering the head,
an electroencephalogram, for example, might prove difficult
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to correctly setup. However, it may present a powerful instru-
ment to evaluate realism, and it is unbiased. Although objec-
tive, it is open to several interpretations of what the results
mean. Lastly, observation is the least used. It may be because
it can be highly subjective and prone to bias. However, it can
still provide helpful anecdotal data regarding users behaviour
or other events.

IV. CONCLUSION

Results indicated that the vast majority of studies are being
conducted using VR in detriment to AR and MR, which
leads us to suggest further work on realism on AR and MR
based systems. More than 4/5 of the studies used HMD (85%)
instead of CAVE or Stereoscopic displays. The most used
stimuli were visual alone, followed by bi-modal approaches
such as visual+audio and to a minor degree visual+haptic and
tri-modal visual+audio+haptic. Only one document explored
the effects of 4 simultaneous stimuli on realism, and none
studied scent individually. We highly suggest more research
on how the increase of realism provoked by multisensory
stimulation, and individual stimulus (especially scent) in
IVEs can affect the user experience.

The majority of studies used subjective metrics or a combi-
nation of subjective and objective. Because the perception of
realism can be highly subjective and therefore biased, we also
recommend using objective metrics (such as physiological
data) to support the subjective data.

More than half of the evaluations consisted of question-
naires, followed by logs, interviews, observation and phys-
iologic measurement equipment. The questionnaires used
were synthesised in one table, providing researchers infor-
mation about which questionnaires might be more appro-
priate for their future studies. The most frequent ones are
presence questionnaires, which can also address realism
and involvement metrics.To address cybersickness, authors
usually use one questionnaire, the simulator sickness ques-
tionnaires (SSQ). It was also identified the non existence
of a standard questionnaire to evaluate realism, as several
authors opted to use subscales of presence questionnaires
or custom questionnaires to address it. We take note and
advise the use of validated questionnaires instead of custom
non-validated ones. Non-validated questionnaires might not
evaluate what researchers expect them to evaluate. We also
suggest more research on physiologic measures as they
are objective/non-biased and were one of the least used
metrics.

This work provides researchers in the field with insight-
ful knowledge about how realism is measured. Such will
help researchers better select their methodologies, consid-
ering their advantages and disadvantages and best practices
depending on their study design, thus increasing the robust-
ness and validity of their studies. The gaps found will also
help researchers to explore new methodologies to evaluate
realism. Researchers will also be aware of which immersive
setups realism studies are taking place and help the body of
knowledge in the lesser explored ones.
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V. LIMITATIONS

We wanted the immersive visual system to be consistent, and
therefore studies that only performed comparisons between
different systems, such as HMD and CAVEs, were not
included.

The search query aimed at including realism related studies
in IVEs. Still, some documents might have been left out due
to authors testing variables indirectly associated with the IVE
realism, or even directly but without mentioning realism as
the study scope.

Some variables were ambiguous, as in, they could be cat-
egorised in more than one category (e.g. immersion could
be linked to both User Experience (Involvement) and User
Experience (Presence)). Depending on the study context and
scope, and author definition (when given), the research team
categorised these variables where they were best fit.
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