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Abstract. Service robots frequently face similar tasks. However, they
are still not able to share their knowledge efficiently on how to accom-
plish those tasks. We introduce a new framework, which allows remote
and heterogeneous robots to share instructions on the tasks assigned to
them. This framework is used to initiate tasks for the robots, to receive or
provide instructions on how to accomplish the tasks, and to ground the
instructions in the robots’ capabilities. We demonstrate the feasibility of
the framework with experiments between two geographically distributed
robots and analyze the performance of the proposed framework quanti-
tatively.
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1 Introduction

Enabling remote and heterogeneous robots to share plans and instructions on
various tasks assigned to them is an emerging field in artificial intelligence and
robotics [7,20]. As current robots are far from being omniscient, the challenge
is to develop robots that can recognize the missing knowledge autonomously
and acquire it through alternative sources to accomplish tasks. This capability
is especially crucial for service robots as they need to understand various user
requests and provide services accordingly.

In this paper, we introduce a new framework, which allows remote and hetero-
geneous robots to share instructions on how to accomplish tasks. We demonstrate
the feasibility of the framework with experiments between KelJia (Fig. 1(a)) and
CoBot (Fig. 1(b)) and analyze the performance of the proposed framework quan-
titatively.
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(a) Kelia (b) CoBot

Fig. 1. KelJia and CoBot

KeJia [1], located in Hefei, China, is an intelligent domestic service robot,
capable of interacting with humans in natural language and performing manipu-
lation tasks in indoor environments autonomously. The robot was developed
following a cognitive approach based on open knowledge available as semi-
structured data.

CoBot [19], located in Pittsburgh, United States, is an autonomous service
robot, capable of performing tasks and interacting with humans robustly in a
multi-floor building, which has serviced and traversed more than 1000 km. The
robot was developed following a novel symbiotic autonomy approach, in which
the robot is aware of its perceptual, physical, and reasoning limitations and is
able to ask for help from humans proactively.

2 Robot-Robot Interaction: Framework Overview

Figure2 illustrates the structure of the proposed framework, which defines a
protocol for remote robots to share instructions. An example of an interaction
between two robots in this framework is as follows:

— Robot 1 receives a task from a human user in natural language.

— Robot 1 encodes the user task into a structured language and subsequently
grounds it in its internal representation.

— Robot 1 fails to compute a plan for the assigned task.

— Robot 1 builds descriptions of the task and the environment it is located in
and sends them to the interaction framework.

— The framework finds Robot 2, which is capable of providing instructions on
the requested task for Robot 1.

— Robot 2, with or without using online resources, generates instructions for the
task and transfers them to the interaction framework.
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Fig. 2. The interaction framework between two robots.

— The framework saves the instructions for future queries about the task and
transfers a copy to Robot 1.

— Robot 1 computes and executes a plan, using the received instructions to
accomplish the task.

Section 4 discusses the details of the proposed robot-robot interaction frame-
work, but before that, we introduce a common language to facilitate the coop-
eration between the robots.

3 Robot Communication Language

We introduce Robot Communication Language (RCL) to enable robots to share
their knowledge and skills. RCL is a structured language to model tasks, envi-
ronments, and instructions. The basic components of RCL include:

— operation: an operation that a robot should perform (e.g., pick up, move,
open).

— object: an object, a human, or a location in the environment (e.g., bottle, John,

kitchen, living room).

property: a property of an object in the environment (e.g., thirsty, closed, hot).

— relation: a relation between two objects (e.g., object A is on object B).
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The BNF definition of the basic components of RCL is as follows:

(operation) ::= (operation, object) | (operation, object, object)
(property) = (property, object)
(relation) := (relation, object, object)
(instruction) := (operatiom) | (sequence) | (selection) | (repetition)
(sequence) := (:seq (operation)™)
(selection) ::= (:if (property) :then (instruction)) |
(:if (relation) :then (instruction))
(repetition)  ::= (:while (property):do (instruction)) |
(:while (relation) :do (instruction))

Subsequently, we can define tasks, environments, and instructions in RCL as
follows:

— (:task (operation)): a task to be completed by a robot.
— (:env (property)” (relation)”): a model of the environment.
— (:inst (instruction)): an instruction set.

4 Sharing Instructions Between Robots

4.1 Grounding the User Task

When a robot receives a task from a human user in natural language, it needs
to map it to RCL. To this end, the robot uses the Stanford Parser [8] to gen-
erate the syntax tree and identify the grammatical structure of the input user
request. Based on the parsing results, the robot fills corresponding phrases in
(operation) (i.e., operation and object) for the assigned task. The next step is
to ground operation and object into the corresponding symbols in the robot’s
internal representation. Synonyms in WordNet! are also used to facilitate the
mapping process. A partial list of symbols used in the robots is shown in Table 1.

4.2 Asking for Help from a Remote Robot

If the robot fails to compute a plan for the grounded task, it needs to ask for
help from a remote robot. To this end, the robot builds descriptions of the task
and the environment in RCL and transfers them to the interaction framework.
The framework matches the requested task with a robot capable of providing
instructions for it.

Having received the descriptions of the task and the environment, the remote
robot either computes a plan and builds an instruction set out of it, or instruc-
tions are extracted directly from online resources.

! http://wordnet.princeton.edu/wordnet,/.
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Table 1. A partial list of symbols used in KeJia and CoBot

Operation |Description

bring(O1, O2) | Bring object O to location O2
give(O1,02) | Give object O1 to human O,
Object Description

kitchen Kitchen

fridge Fridge

Property Description

portable(O) | Object O is portable by the robot
holding(O) Robot is holding the object O
Relation Description

at(01,02) Object O1 is at location Oz
on(01, O2) Object O; is on object O2

Generating Instructions from a Plan. The remote robot needs to compute a
plan (i.e., a sequence of primitive actions) for the queried task. The environment
is specified by the notion state, which is a set of predicates that are true in
the environment. We define a trajectory as a sequence (Sq, ag, S1,- - -, an—1, Sn),
where s; (0 < i <n) is astate, a; (0 <j < n) is a primitive action, and s;11 is
the successor state of the state s; after executing the action a;. We can obtain
the plan (ao, ..., a,—1) from such a trajectory.

To solve the planning problem, it is encoded into a logic programming lan-
guage called Answer Set Programming (ASP) [11]. Each model of the ASP pro-
gram corresponds to a possible plan for the task. The planning problem consists
of an initial state, a goal state, and an action model. Action model is the set of
primitive actions that are executable by the robot. Formally, a primitive action a
is defined as a pair (pre(a),ef f(a)), where pre(a) and ef f(a) are preconditions
and effects of a respectively.

The goal is to compute a sequence of primitive actions to get from the initial
state to the goal state. Possible plans are computed by an ASP solver, iclingo [4].
A detailed description of this approach can be found in [6]. Having computed the
plan, the robot encodes it into a set of (instruction)s in RCL.

Generating Instructions from Online Resources. CoBot is capable of
querying the web to learn the most probable location of an object in an indoor
environment [13]. On the other hand, in KeJia, Open Mind Indoor Common
Sense (OMICS) [9] is considered as a source of instructions. OMICS is an
extensive database of common sense knowledge about home and office envi-
ronments collected from non-experts over the web to enhance the capabilities
of indoor autonomous robots. OMICS provides 11885 tables, including 28337
lines of instructions for 819 different user tasks. For some tasks, more than one
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Table 2. An example table in OMICS

Task Step number | Instructions
Fetch an object | 0 Locate the object
1 Go to the object
2 Take the object
3 Go back to where you were

instruction set has been defined in OMICS. Table 2 shows an example of the task
“fetch an object” and the list of instructions to accomplish the task in OMICS.

Given a task, KelJia can query the OMICS database to find the closest match
among the OMICS tables. Then, it extracts the instructions in the table for the
queried task and encode them into (instruction)s in RCL. Most instructions
in OMICS are sequential. When the keywords “if”, “then”, “until”, or “while”
appear in the instructions, the (instruction) with the corresponding control
structures is built in RCL.

4.3 Receiving Instructions from the Remote Robot

The robot grounds the instructions received in RCL into the corresponding sym-
bols in its internal representation. It then computes a plan according to the
instructions. The ASP solver, iclingo, is used to compute a trajectory with the
least number of primitive actions. The planning procedure, considering the action
model of the robot, computes a satisfying trajectory when the instructions miss
some indispensable steps. For example, in OMICS, there are instructions on
how to “get food from the fridge”. The last two steps are “pick up food” and
“close door”. However, KelJia has only one arm, therefore it has to place the
food somewhere before closing the fridge door.

5 Related Work

The RoboEarth project [20] offers a cloud robotics [7] infrastructure, which
allows robots to share information and learn new skills and knowledge from each
other. The RoboBrain project [14] aims at constructing a massive large-scale
knowledge base for robots that learns from internet resources.

Understanding natural language commands has been regarded as a basic
ability of a service robot [10,15,17]. Previous work have exploited instructions
described in natural language to generate a plan for a user task [3,12,16]. There
are also approaches for generating plans for household robots, using natural
language instructions extracted from the web [18]. Also, important to our work
is the capability to ground natural language phrases in the objects, actions, and
relations in the target area [5].
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(a) User asks Kelia to (b) CoBot computes the
bring him a bottle of water. most probable location to
find a bottle of water.

(¢) KelJia executes a plan (d) KelJia completes the
based on the instructions task.
received from CoBot.

Fig. 3. Scenario 1: CoBot is helping Kelia.

6 Experiments and Evaluations

We propose an interaction framework, which allows robots to share instructions
on how to accomplish tasks. We demonstrate the feasibility of the framework
with experiments between two geographically distributed robots and evaluate
the expressive power of Robot Communication Language (RCL) quantitatively.

6.1 Experiments Between KeJia and CoBot

We use the rosbridge package [2] to connect KeJia and CoBot. The experiment
consists of two scenarios.

In the first scenario (Fig. 3), the user asks KeJia: “Bring me a bottle of water”.
Kelia parses the request and maps it to RCL: (:task (bring, bottle of water)).
Kelia then tries to compute a plan for the given task, but fails, as it does not
know where to find a bottle of water. Hence, KelJia sends the failed subtask of
finding a bottle of water to CoBot: (:task (find, bottle of water)).

CoBot grounds the task in its own symbols and querying the web, it com-
putes the most probable location to find a bottle of water (i.e., dinner table)
and subsequently generates the following instruction: (:inst (find, bottle of water,
dinner table)). CoBot sends the instruction to the interaction framework and
Kelia. KeJia grounds the received instruction in its own symbols and computes
a plan to bring the bottle of water to the user.
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(a) User tells CoBot that (b) KelJia suggests that
she is thirsty. CoBot give the user a bot-
tle of water.

(c) CoBot executes a plan (d) CoBot completes the
based on the instructions task.
received from Kelia.

Fig. 4. Scenario 2: Kelia is helping CoBot.

In the second scenario (Fig.4), the user tells CoBot: “I am thirsty”.
CoBot does not know how to interpret the user request and since there
is no task defined in the request, CoBot just builds a description of the
environment, (:env (thirsty, human)), and sends it to the interaction frame-
work and KelJia. KelJia uses OMICS to extract an instruction, that is,
(:inst (give, bottle of water, human)), to satisfy the user desire and sends it to
the interaction framework and CoBot. CoBot computes a plan based on the
instruction to complete the task.

The framework enables both robots to assist each other in completing tasks
that were unable to handle previously.

6.2 RCL Evaluation

OMICS recorded a great amount of instructions for everyday tasks written by
internet users. Hence, we use it as a benchmark to evaluate the expressive power
of RCL.

Table 3 shows the percentage of tasks, instructions, and tables (i.e., tasks
and the instruction sets) in OMICS that were parsed and encoded into RCL
successfully. As mentioned earlier, in OMICS, there are 11885 tables, including
28337 lines of instructions for 819 different user tasks. In summary, ~58 % of the
tables were parsed, and ~28 % of the tables were converted to RCL successfully.
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Table 3. Summary of the evaluations with OMICS

Test set Tasks (819) | Instructions (28337) | Tables (11885)
Parsed 81.81% 88.87 % 57.99 %
Converted to RCL | 73.99 % 63.04 % 27.98%

7 Conclusion and Future Work

We introduced a new framework, which allows remote and heterogeneous robots
to share instructions on how to accomplish tasks that were unable to handle
previously. We demonstrated the feasibility of the framework through experi-
ments between Kelia, located in Hefei, China and CoBot, located in Pittsburgh,
United States. We also introduced Robot Communication Language (RCL) to
facilitate the collaboration process between the robots and evaluated its expres-
sive power quantitatively. For future work, we intend to extend the framework to
support multiple remote and heterogeneous robots. Various robots may generate
different instructions for a user task and a robot can choose the most proper set
of instructions among them.
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