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Abstract—Bin picking is a highly researched topic, due to the
need for automated procedures in industrial environments. A
general bin picking system requires a highly structured process,
starting with data acquisition, and ending with pose estimation
and grasping. A high number of bin picking problems are being
presently solved, through deep learning networks, combined with
distinct procedures.

This study provides a comprehensive review of deep learning
approaches, implemented in bin picking problems. Throughout
the review are described several approaches and learning meth-
ods based on specific domains, such as gripper oriented and
object oriented, as well as summarized several methodologies, in
order to solve bin picking issues. Furthermore, are introduced
current strategies used to simplify particular cases and at last,
are presented peculiar means of detecting object poses.

Index Terms—Bin picking, Deep learning, Robot grasping,
Neural networks.

I. INTRODUCTION

Alongside all the problems that have emerged with the
advance in technology, bin picking is a dominant one. It was
introduced more than 50 years ago [1], and it is a problem still
highly researched nowadays, recently becoming mainstream
due to the need for automation in industrial scenarios. Bin
picking is a discipline that combines several sub-disciplines,
such as scene analysis, object recognition, object localization,
grasp planning, motion planning, task execution, and error
detection [1].

In the majority of cases, the objects are randomly arranged
in the bin (that is why it is also called random bin picking),
and for this case, the commercial products implemented in the
modern industry can only solve one particular case. There is no
single bin picking application, but rather a spectrum of specific
situations based on any number of unique constraints [2].
These circumstances can vary with peculiar objects, environ-
ments, and processes. That is why the methods are currently
growing in the direction of making a robust solution, that can
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work with almost every product of the industry, besides having
speed, efficiency, and accuracy [2].

Several methods were developed to resolve this problem.
Beginning in the early 2000s with conventional approaches,
consisting of feature based methods and algorithms of seg-
mentation or detection. However, recent methods are predom-
inantly based on deep learning techniques, that are based
on deep neural networks, like the ones that are going to be
mentioned and compared in this article.

It is worth mentioning, that in 2015 Amazon created a
picking challenge, called Amazon Picking challenge, aimed
for bin and warehouse picking, as a way of encouraging and
assisting the development of automated item picking. This
challenge persisted for three years, until 2017, and it was an
event where many excellent solutions were proposed.

The primary contributions of this article are as follows:

• It provides a description and a revision of how current
bin picking methods based on deep learning approaches
are developed;

• It gives a comprehensive and summarized description of
bin picking domains;

• It is created an overview table with current remarkable
methodologies.

This paper is structured as follows. In the second section is
mentioned the strategy and review protocol utilized as a means
of writing this article. The third section mentions current bin
picking strategies, such as grasp and data acquisition tech-
niques, as well as different hardware choices. The succeeding
section describes different deep learning methods to solve
bin picking problems, as well as neural networks learning
methodologies, and it is created a structured graph of bin pick-
ing crucial domains. In the sixth section are mentioned pose
estimation algorithms utilized in these approaches, divided into
two main topics: model based and model free approaches. In
order to complete the article, is written a revision on several
approaches, that obtained good results in the area. In the
seventh section is briefly discussed the current bin picking
procedures. To conclude, the paper presents possible future
developments to enhance deep learning methodologies in bin
picking problems and is summarised the current state of bin
picking approaches.978-1-6654-8217-2/22/$31.00 ©2022 IEEE
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II. SEARCH STRATEGY AND REVIEW PROTOCOL

This study was developed by applying a systematic type
of review. The objective was to comprehensively collect and
review information from relevant available studies. Separated
searches were carried out to write this article, for the different
areas of this study. Bin picking was the primary topic (key-
word), followed by deep learning and, lastly, a modal revision
of the two main topics, emphasizing the newest approaches,
clutter scenarios and, industry applications.

Most articles considered were mainly researched from the
IEEXplore, Cornell University Library, Scopus and Research-
Gate databases.

III. CURRENT BIN PICKING STRATEGIES

In this section are introduced general tasks of bin picking,
divided into specific areas. Each sub-section represents an
important part of the procedure, namely, robot grasping and
data acquisition, where recurrent bin picking approaches based
on deep learning works, are presented.

A. Robot Grasping

Grasping is widely explored in the robotics research area,
but there are still many problems to be solved due to the
variety of environments and the uncertainty of perception and
execution [18]. The theoretical research work on grasping still
lacks the maturity for some cases of industrial implementation.

Grasping is the act of taking hold of some object by
some kind of manipulator, in our case usually the human
hand. Robot grasping is the act of grasping by a robotic
manipulator, which may have quite different designs [19].
There are mainly four types of robotic grippers: vacuum,
pneumatic, hydraulic, and servo-electric grippers. Each can
have diverse configurations, such as two fingers, five fingers
(human hand), vacuum cup, among others, influencing the
motion planning of the robot given its objective. The grasping
operation relies on the type of grippers. In conclusion, with
different end effectors, different grasping strategies are needed.
In general, most works and applications implement vacuum
cups or two parallel grippers configurations.

Vacuum grippers are highly reliable in industrial environ-
ments. When the gripper comes in full contact with the surface
of an item, creates a vacuum area, detailed in [20]. As a result,
it allows picking items requiring only one point position,
reducing the risk of picking several items simultaneously,
though the types of picked items will be limited by the mesh
that wraps the object.

Parallel grippers can pinch and pick items, as described
in [20]. In contrast to vacuum or suction grippers, the pose of
the gripper must be determined while taking into consideration
the collision with nearby items and gripper constraints.

B. Data acquisition

Data acquisition is the process of acquiring information
about the real or simulated world from different sensors to
generate data. Choosing these sensors is a delicate task that
will affect the whole robotic bin picking process in general.

Currently, the largest number of bin picking solutions are
based on Red, Green, Blue - Depth (RGB-D) sensors to
acquire data, and occasionally with the assistance of pressure
sensors.

Deep Learning sensor data can be classified as RGB data,
depth data, skeleton sequences, and methods using a combi-
nation of these data modalities (multi-modal) [22].

In the research works analyzed, it is verified that most
implementations require RGB images and depth maps, taken
by RGB-D sensors. This data can be utilized in distinct ways,
at different steps of the bin picking procedure. For example,
Wu et al. [10] made use of RGB images and depth maps
to construct a point cloud, defined by a group of points
manifested in the same 3D system, with the objective of
detecting different clusters in the same environment. Unlike
Wu and his research team, Zhuang et al. [15] implemented
this data differently, dividing it into two procedures, using only
RGB images for the segmentation method, and depth maps to
calculate the objects segmented poses with a previously known
Computer Aided Design (CAD) model.

IV. DEEP LEARNING METHODS FOR BIN PICKING

Vision-based robotic grasping can be categorized along with
a set of multiple different criteria. It can be divided into
different domains, depicted in Figure 1. Bin picking is divided
into two main topics, inspired by the work of Kleeberger
et.al [25] and Matthieu Grard [39]: Gripper Oriented and
Object Oriented, each of them analysed in the succeeding sub-
sections.

Fig. 1. Bin picking based on deep learning domains [39].

Gripper oriented techniques lack the notion of instance,
meaning that the approach doesn’t identify the different objects
present in the workspace, which in this case is important for
handling occlusions in dense piles of instances. It can be
subdivided into unsupervised and supervised learning. Object
oriented approaches rely either on the notion of pose or on
generic instance segmentation techniques. This approach is
divided into model based, also refereed in [13] as analytical
approaches, and model free as data-driven. Supervised and
unsupervised learning depends on the input given to the net-
work. As the name suggests, supervised learning is a method
where the model is administered by an external entity, for
example, a labeled dataset, in order to train an algorithm to
learn a mapping function that maps input features to output
variables. On the other hand, unsupervised models try to
discover patterns and structure of unlabeled data, in order to
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discover information related to the objective, employed, for
example, in self-learning networks [35].

A. Gripper oriented methods

Gripper oriented methods consist of detecting grasp oppor-
tunities concerning the robot end effector physics. In early
approaches were employed unsupervised heuristic methods
with RGB and depth images to detect the best locations for
parallel grippers, or the best locally planar areas for vacuum
cups. Miller et al. [37] introduced one of the first and most
known heuristic procedures. In this case, Miller used heuristic
rules in order to generate and evaluate grasps for three fingered
hands, modeling an object as a set of shape primitives, such
as spheres, cylinders, cones, and boxes.

In the later stages, for more complex gripper oriented meth-
ods, ranking heuristics based grasp candidates were boosted by
deep convolutional networks (DCN). Some of these methods
based on DCN are going to be briefly described to have a
better understanding of their implementation in bin picking
environments.

The majority of the methods with the best results and with
more depth were developed since 2017. One of the most
popular ones is Dexterity Network (Dex-Net) 2.0 [38] by
Mahler et al. It resulted in a Grasp Quality Convolutional
Neural Network (GQ-CNN) model that rapidly predicts the
grasp success probability from depth images. Grasps are
specified with a planar position, angle, and depth of a gripper
relative to an RGB-D sensor [38]. The pipeline of this network
can be identified in Figure 2.

Fig. 2. Dex-Net 2.0 pipeline for training dataset generation [38].

B. Object oriented methods

Object-oriented bin-picking aims to locate affordable in-
stances independently of the gripper model. From such a
perspective, the disparity between object and gripper oriented
approaches are that object oriented is strongly related to the
perception of occlusions, while gripper oriented approaches
are more related to friction forces and gripper torques [39].

Object oriented approaches are divided into two categories:
Analytic or Model based methods and Data-driven or Model
Free methods [25]. Analytic methods assume an explicit model
of the target, while Data driven methods are mostly driven
by image segmentation techniques, like image segmentation
neural networks [39].

1) Analytic approaches (Model based): Also called geo-
metric, analyze the shape of a target object to identify a suit-
able grasp pose. Frequently are based on certain information
about the models, such as points of contact, Coulomb friction,
and rigid body modeling. These characteristics are needed so it
can be formulated a constrained optimization problem based
on geometric, kinematic, and dynamic formulations [45]. In
conclusion, this solution is a model based method that, as the
name adduces, depends on the model, like a CAD model, given
to solve the considered task. Many methods that apply this
approach are based on traditional point cloud processing but
can also be based on deep learning techniques. For instance,
works such as LineMOD [40] and the one described by Lee
et al. [41] implement neural networks based on this approach.

Model-based robotic grasping can be considered as a three-
stage process where object poses are first estimated, then a
grasp pose is determined, and, finally a collision-free kine-
matic feasible path is planned towards the object to pick it [25].

When utilizing object-specific knowledge, approaches typi-
cally require an object-specific configuration, which means it
requires a high amount of manual tuning and a high compu-
tational power until the system reaches a good performance
/ accuracy ratio [25]. Consequently, this approach has the
advantage of considering the geometric values of the objects
but, in return, requires a high amount of time and computation
power to solve the problem.

In the modern days, the majority of analytic methods incor-
porate trained deep convolutional networks for representation
learning. In 2018, Junesuk Lee et al. proposed a method to
estimate the 3D pose of an object using a RGB-D camera.
The method consists of two modules: object detection by deep
learning, and pose estimation by Iterative closest point(ICP)
algorithm [41]. It is also proposed a depth based filtering
method to improve the precision of object detection by pre-
processing input data, and was applied a plane fitting method
in the second module to increase the accuracy of the estimated
pose (Figure 3).

Fig. 3. Junesuk Lee et al. proposed approach [41].

Generally, analytical approaches face two limitations in bin
picking: they require explicit object models that are not always
available, and the notion of pose is only defined for rigid
objects, because these can maintain the same shape when
moved, making it possible to estimate the final pose [39].

2) Data-driven approaches (Model Free): Also called em-
pirical approaches are based on machine learning [25], and
gained popularity in recent years. These methods sample
grasping candidates for unknown objects and rank them ac-
cording to a certain metric [45]. Unlike analytic methods, they
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do not need a model, such as a CAD model or a previously
scanned model; the only requirements are: labels collected by
humans or labelling processes, physical trial and error, heuris-
tic methods, or a process based on a demonstration by humans
or a developed robot, as described in sub-subsection V-1;
therefore, it is considered a model-free method. Usually these
approaches directly propose grasp candidates, and typically
aim for a generalization to novel objects [25].

Data-driven approaches can be interesting in bin picking and
robot grasping challenges, like the Amazon Picking Challenge
(APC). In 2017 the Massachusetts Institute of Technology
(MIT) Princeton Team presented an approach to solve ware-
house pick and place problems, concerning cluttered environ-
ments and self-occlusions. They developed a self supervised,
data-driven system based on RGB-D data. The framework was
divided into two major parts. First, the views of the scene
were segmented by a fully convolution neural network, and
secondly, a pre-scanned 3D object model was fit in the scene
to then get a six-dimension (6D) object pose [46].

With the same context, and very similar to the case just
presented, Tuan-Tang Le et al. [6] and Peichen Wu et al. [10],
developed methods to solve bin picking [6] and predicting
grasps [10], based on deep learning networks. Typically,
these approaches (data-driven) consist of first identifying the
several objects in the scene, secondly creating a region or a
segmentation proposal, followed by a 3D scene representation,
for example by a point cloud, and lastly estimating the final
object pose. Two of these cases are represented in Figure 4,
where it is possible to notice the high versatility and accuracy
of data-driven approaches.

Fig. 4. Data-driven approaches [6] [10].

V. LEARNING METHODOLOGIES

Bin picking based on Deep Learning techniques is a com-
mon topic explored nowadays, due to the advances in neural
networks. These networks require previous training before
their application on a bin picking problem, otherwise, they
are going to be completely “lost” with the intended objective.
There are several learning methods established for distinct net-
works and these are differentiated based on the time required,
their objective, and accuracy.

The three typical learning methods are briefly described
next, associating some works that implemented them. Jean-
nette Bohg et al. wrote a depth review of each method
presented, in [13]. Despite all of them being regularly used
in several projects, labelling is mainly utilized due to the
practicality and the results it provides.

1) Demonstration process: One of the most naive methods
to use from the viewpoint of the consumer, and hardest
to implement from a programmer’s point of view, due to
uncertainty in friction, push mechanics, and the variety of
objects encountered, is the demonstration process [26]. As
the name indicates, this process is based on a demonstration
by a human supervisor or an already developed robot for
grasping objects [37]. Based on this concept, Laskey et al. [26]
trained a Deep Neural Network, to grasp a desired object
in a cluttered situation, such as an Amazon warehouse. This
network, combined with Online Learning from demonstration
(LfD) algorithms, such as Dataset Aggregation (DAgger) and
Svm-based reduction in Human InterVention (SHIV), em-
power the robot to learn control policies for such tasks, where
the input is a camera image and system dynamics. The idea
explored by Laskey et al. and his research team is visualized
in Figure 5 [26].

Fig. 5. Laskey et al. demonstration process [26].

Apart from implementing the demonstration method,
Laskey article’s was the first study implementing hierarchical
supervisors for LfD. They deduce from physical experiments
that, with 160 expert demonstrations, the probability of a
successful grasp can increase from 55% to 90% [26].

2) Reinforcement learning (Trial and error): Trial and error
is an uncommon method based on neural networks, due to
perhaps the low efficiency and high quantity of hours needed to
train. It was developed to decrease the human labor produced
by the labelling of the extremely lengthiest dataset. This
technique usually prones the learner to over-fit, on behalf of
the dataset length.

In 2015 Pinto et al. [27] increased the training data to 40
times more than the previous work, leading to a dataset of
50,000 data points collected over 700 hours of robot grasping
attempts. To achieve this goal a Convolutional Neural Network
(CNN) was used, with a pre-trained layer from ImageNet
Alexnet. The action of learning by trial and error is explained
in Figure 6. The results provided by this approach had a better
result than linear Support Vector Machines (SVM) [28] and k
Nearest Neighbours (KNN) algorithms [27].
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Fig. 6. Overview of how random grasp actions are sampled and executed, so
it can self learn from these samples [27].

In conclusion, trial and error is an easy to use method, since
it only needs to apply the prior work of other heuristics meth-
ods or hand feeding grasp possibilities. Although depending on
the workspace and the whole scene, it can take a considerably
high amount of time.

3) Labelling: Labelling learning is a method based on
successful or unsuccessful labels collected by humans or
physical trials [45].

Generating the labels can be done with different techniques.
The most common and simple one is human labelling. This
method can be implemented by utilizing third-party software,
such as LabelMe [49], RectLabel [48], VGG Image ANoota-
tor [50], among others, or can be manually implemented by
indicating the characteristics of the label.

To generate grasp candidates with high accuracy, are com-
monly used known datasets, such as Cornell Dataset [33],
Dex-Net Dataset [29], Google Grasp Dataset [30], and
Jacquard Dataset [31]. For instance, Kumra et al. [32] adopted
Jacquard [31] and Cornell Datasets [33] to tackle the problem
of generating and performing antipodal robotic grasps for
unknown objects. Xiang et al. [9] estimated a 6D object pose
in cluttered scenes based on a large scale video dataset called
Yale-CMU-Berkeley (YCB) [34], also developed in the same
project. Despite the employment of a model to define the final
pose, the key idea was to develop a CNN capable of detecting
and performing segmentation of the visualized objects. Shin
et al. [5] took advantage of the YCB dataset and developed a
deep learning-based object recognition and robot manipulator
for unknown objects, estimating the direction of the object, the
center point of the segment and the edge points, by drawing
straight lines from the center.

As an alternative to generate and label a dataset produced by
real data, or adopting developed datasets, which is high time-
consuming and is sensitive to human errors or mistakes, like
the methods referred above, it is possible to create and label
synthetic data, such as the Dex-Net 1.0 dataset. This dataset
of 3D object models is based on a sampling-based planning
algorithm to explore point clouds for robust grasp planning,
where the grasp prediction is observed in Figure 7. It contains
6.7 million synthetic point clouds, grasps, and analytic grasp
metrics generated from thousands of 3D models. Each grasp
includes an estimate of the probability for force closure under
uncertainty in object and gripper pose and friction [36].

VI. POSE ESTIMATION

To pick an object from the bin, it is essential to estimate
the position and orientation (pose) of the object or to generate
a grasp solution, recently applied by several deep learning

Fig. 7. Grasp predictions: 100 prior objects on the spray bottle (left), and
10,000 prior objects (right) [36].

works. Pose estimation has numerous challenges. One example
is dealing with a shiny object, where the challenge comes
from the fact that the object appearance largely changes
with its pose and illumination. Therefore, conventional 3D-2D
correspondence search usually fails due to the inconsistency of
feature descriptors. For textureless objects, features matching
is not appropriated, due to the absence of texture features [43].
These adversities affect the complexity of pose estimation
algorithms, making them hard to be implemented.

In contrast, there are approaches that do not directly imple-
ment pose estimation, such as the work by Quanquan Shao et
al. [18], illustrated in Figure 8. This method is based on self-
supervised learning. Basically, a special framework of CNN
is implemented, that combines Resnet with U-net, to predict
the picking region without recognition and pose estimation.
Essentially, the robot learns to grasp cylindrical objects in a
cluttered bin from the results of the previous grasp, that can
be successful or failures.

Fig. 8. Structure of self-learning robotic picking system [18].

Next are going to be briefly presented some algorithms and
techniques to estimate the pose of an object in a bin picking
environment. As referred, this method can differentiate on
account of the approach chosen, from model based or model
free approaches.

A. Model based

Model based approaches are hard to be implemented but can
provide a high accuracy ratio. To estimate a pose of a visu-
alized object based on a known object model, algorithms that
match the object with the pre-known model are implemented.
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Feature based methods are commonly used in model based
scenarios. The objective is to find features (edges, corners,
lines) and match them between images. Nevertheless, these
methods are very dependent on the type of object mesh, as
previously described, considering that different meshes can
change the way a system “visualizes” an object [43].

The most common technique nowadays for pose refinement
with point clouds is ICP, initially introduced in [44]. It is an
algorithm employed to minimize the difference between two
point clouds with a low transformation difference. In other
words, it aims to find the transformation between point clouds
by minimizing errors. Essentially, ICP is not used to find a 6D
pose but to refine a pose already known. In terms of multi-
modal methods, one of the most common ones is LineMOD
introduced by Hinterstoisser et al. [40].

A popular work that implements these methods is
PoseCNN [9], by Xian et al.. This work provides 6D poses of
random objects, using only color images as input. PoseCNN
estimates the 3D translation of an object by localizing its
center in the image and predicting the distance from the
camera. The framework of the developed convolutional neural
networks is divided into three different stages: feature extrac-
tion, embedding, and classification/regression.

Zhuang et al. [15] proposed a pose estimation framework
based on a semantic Point Pair Feature (PPF) method. This
method is divided into, first, an instance segmentation process,
operated by Mask-RCNN, and a matching process with PPF
described in [42], that estimates the final pose, by matching
the extracted point clouds scene with a model.

B. Model Free

Model independent approaches can be based on different
methods, such as deep learning methods (as the ones referred
in the gripper oriented section), feature based methods, and
heuristic methods.

The usual deep learning based methods, normally require
a 2D image and a depth map. This information can be
employed as an input for a neural network, although several
approaches only acquire and apply one type of input. For
instance, Mahler et al. [38] presented a model called GQ-
CNN, that predicts the probability of grasps success from
depth images. In such a manner, this framework estimated
a grasp pose, by merely depth data, without any additional
algorithm of pose estimation. In summary, GQ-CNN retrieves
and explores the depth map indicated, and predicts several
grasps poses, in particular, locations and angles (in the case
of a parallel gripper) to pick up the object. The grasp with a
higher success rate is selected, and it is calculated the depth
of the object to plan the gripper trajectory.

In some cases can be used only RGB or grayscale images,
accomplishing a plane exclusive system approach. This strat-
egy is less common due to the diverse constraints, turning the
approach into rare cases, and low accuracy estimations.

Turning away from gripper oriented approaches, Tuan-Tang
le et al. [6] implemented the pose estimation stage with simple
algorithms. The procedure is divided into two stages. On the

first one, Objects-Of-Interest (OOI) data handling processes all
the data acquired by the system, in this case RGB image and
depth image. This goes through a procedure of preprocessing
the data, converting the RGB image point to depth image point,
and selecting the best target object. The selection with the best
target is collected by the second stage, called appropriate 3D
pose estimation, where the information is queried. Finally, a
3D coordinate system is constructed on the expected target
and a final pose is estimated and refined.

Shin et al. [5] also focused on simple algorithms to deter-
mine the localization and orientation of an object. After the
process of segmentation, done by a Mask R-CNN, object poses
are measured. First, their centers of gravity are calculated and
afterwards is applied an algorithm that selects straight lines
from the center point to detect the edge points. This line is
rotated by 30 degrees to find the line with the shortest distance
between edge points.

VII. DISCUSSION

Table I presents an overview of several works that were
developed with the intention of improving the current state
of the art for bin picking problems. These approaches are all
based on deep learning methodologies.

As observed in Table I, the different methods can be dis-
criminated by specific characteristics, such as neural networks,
bin picking domains, data modalities and types of learning. In
terms of neural networks are mainly presented two different
methods: instance and semantic segmentation.

An interesting procedure is to apply brand new networks,
that are developed from a specific neural network backbone,
for example, Resnet-101. The other approach is to implement a
custom neural network with concrete objectives. For instance,
Mask-RCNN is a framework for object instance segmentation,
therefore it can be used for detecting and identifying different
objects or persons in the image. The head architecture of this
network is based on Faster R-CNN and has Residual neural
network (ResNet) C4 and Feature Pyramid Network (FPN)
backbones [52]. In essence, these networks are developed with
different features, to obtain particular results.

Bin picking domains and learning approaches were referred
in Section IV. In Table I, the identification system of bin
picking domains that were used on each work was processed
through the study of the architecture presented on each paper.
At last, the variety of the applied data modalities is identified,
between RGB image, depth image, point cloud data and multi-
modal modalities, such as RGB-D. It is worth noting that the
majority of point cloud data is produced by RGB-D modality.

VIII. CONCLUSIONS

Currently, bin picking based on deep learning approaches is
far from being a robust automated method, despite the progress
made in the last few years. Therefore, it is perceptible that in
recent years, there is a vast research and development of new
methodologies in this area, mainly regarding deep learning
techniques, since they have a great future in non-systematic
areas, where the environment is always changing. As described
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TABLE I
MOST RELEVANT BIN PICKING WORKS BASED ON DEEP LEARNING.

Authors Neural Networks
(Year) Bin Picking Domain Data modality Learning

Lenz et al. [47] (2014) Gripper
Oriented RGB-D image Labelling

Mahler et al. [38] DexNet v2 (2017) Gripper
Oriented Depth images Labelling

Asif et al. [12] GraspNet (2018) Gripper
Oriented RGB-D images Labelling

Xiang et al. [9] PoseCNN (2018) Object Oriented-
Model Based RGB image Labelling

Lee et al. [41] Yolo V2 (2018) Object Oriented-
Model Based IR and depth image Labelling

Shin et al. [5] Mask-RCNN (2019) Object Oriented-
Model Free RGB-D image Labelling

Le et al. [6] Mask-RCNN (2019) Object Oriented-
Model Free RGB-D image and point cloud Labelling

Shao et al. [7] Resnet w/U-net (2019) Object Oriented-
Model Free RGB-D image Self-supervised learning

Blank et al. [8] Yolo and Feature base (2019) Object Oriented-
Model Based RGB-D image Labelling

Wu et al. [10] Faster R-CNN (2019) Object Oriented-
Model Free RGB-D images Labelling

Jiang et al. [17] DCNN model (2020) Gripper
Oriented Depth Image Labelling

Tachikake et al. [14] G*base (2020) Gripper
Oriented RGB image Labelling

Sukhan Lee et al. [4] Hybrid Deep Learning (2020) Object Oriented-
Model Based RGB image and point cloud Labelling

Zhuang et al. [15] Part Mask RCNN (2021) Object Oriented-
Model Based RGB image Labelling

Kumra et al. [32] (GR-ConvNet) (2021) Gripper
Oriented RGB-D image Labelling

Iriondo et al. [3] Graph Convolutional
Network(GCN) (2021)

Gripper
Oriented RGB-D image Labelling

Jiang et al. [16] suction graspability U-Net++
(SG-U-Net++) (2021)

Gripper
Oriented Point Cloud Labelling

Mohammed et al. [11] Multi-view change observation-based
approach(MV-COBA) (2021)

Object Oriented-
Model Free RGB-D images Self-supervised learning

in this paper, bin picking procedures can be divided into
different areas, such as deep learning, pose estimation, data
acquisition, grasp planning, among others. Nevertheless it is
noticeable that in some of these areas described, specific
methods have a higher influence compared to others. For
example, in the data acquisition sub-procedure almost all the
works use RGB-D techniques. However, there are also sub-
procedures, such as deep learning, where in several works are
applied different methodologies, to either object oriented or
gripper oriented domains.

Future developments for bin picking, or pick and place
problems, are mainly focused on the software and hardware of
the processing unit, and less on the mechanical structure of the
system (robot arm). To progress is important to develop neural
networks with higher accuracy and precision, capable of exe-
cuting segmentation and identification of several objects in a
cluttered environment. However, in counterpart, to accomplish
this objective it is necessary for a high quantity of computer
power, to establish a good ratio between accuracy and response
time. It is also crucial to develop new databases, to provide
a high number of data already labelled, such as the Common
Objects in Context Microsoft COCO dataset [51].
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