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Abstract: Bin picking is a challenging task involving many research domains within the perception
and grasping fields, for which there are no perfect and reliable solutions available that are applicable
to a wide range of unstructured and cluttered environments present in industrial factories and
logistics centers. This paper contributes with research on the topic of object segmentation in cluttered
scenarios, independent of previous object shape knowledge, for textured and textureless objects.
In addition, it addresses the demand for extended datasets in deep learning tasks with realistic
data. We propose a solution using a Mask R-CNN for 2D object segmentation, trained with real
data acquired from a RGB-D sensor and synthetic data generated in Blender, combined with 3D
point-cloud segmentation to extract a segmented point cloud belonging to a single object from the bin.
Next, it is employed a re-configurable pipeline for 6-DoF object pose estimation, followed by a grasp
planner to select a feasible grasp pose. The experimental results show that the object segmentation
approach is efficient and accurate in cluttered scenarios with several occlusions. The neural network
model was trained with both real and simulated data, enhancing the success rate from the previous
classical segmentation, displaying an overall grasping success rate of 87.5%.

Keywords: deep learning; bin picking; grasping; segmentation

1. Introduction

Over the past few years, smart logistics and smart warehouse technologies have been
evolving at a rapid pace to provide reliable delivery of products to the supply chains
and their customers. Automation and connectivity between machinery and equipment in
smarter, more effective distribution centers fueled the development of new operational
concepts while advancing the current manufacturing systems.

Large distribution centers currently use autonomous systems to improve their intral-
ogistics efficiency and assist personnel with physically demanding and time-consuming
tasks. Examples of these facilities are Amazon, UPS, and DHL facilities, employing systems
detailed in [1]. Currently, these systems are mostly used in warehouses and manufacturing
facilities, since they have a well-known environment, simplifying several tasks, such as
robot navigation, boosting labor efficiency and decreasing costs and job execution times.
Additionally, most of the applications are employed in autonomous guided vehicles (AGV),
a concept deeply developed in the past few years.

Although shipbuilding has a significant impact on a number of vital transportation
industries, it is currently under-explored. In order to achieve efficiency, safety, and afford-
able prices, it must evolve by implementing new technologies related to automatic data
identification and autonomous vehicles, as developed in [2–6]. The shipbuilding process is
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known for being challenging, since its environments can range from very small dark rooms
to very large storage spaces, which may have hazardous chemicals and heavy machinery.
As such, these unfavorable working environments may result in workplace accidents.

The primary goal of the proposed paper is to create an autonomous picking system
employed on a mobile manipulator, focused on object segmentation, pose estimation, and
grasping, that can move a variety of objects from their original containers to the appropriate
places, freeing workers from risky material handling tasks. The current available industrial
solutions are only capable of accomplishing this problem in well-structured and controlled
environments, mostly resorting to cooperation between robots and operators, and they
have difficulties with estimating a solution in highly cluttered scenarios composed of
identical objects.

This paper presents a fully autonomous picking solution, composed of three config-
urable pipelines that were designed for object segmentation, pose estimation, and grasping.
It is capable of:

1. Segmenting individual object instances in highly cluttered and complex scenarios
with precision and efficiency;

2. Identifying and segmenting singular objects from environments composed of several
layers of identical objects;

3. Estimating the 6-DoF pose of the segmented object;
4. Generating several grasp candidates and selecting a feasible grasp according to a set

of heuristics;
5. Working in different environment conditions, for example, various levels of illumina-

tion and various positions and orientations of the mobile manipulator in relation to
the bin.

Experimental results were acquired in a factory use-case scenario, evaluating the
perception pipelines, from scanning of the bin to the placing of the object in the correct
transportation container for executing intralogistics operations with an omnidirectional
mobile platform equipped with a UR-10 robotic arm, a Robotiq 2 finger gripper, and a
Photoneo PhoXi 3D scanner, which is exhibited in Figure 1.

Figure 1. Use-case scenario: (Left) omnidirection robot manipulator, (Right) bins.

The remainder of the paper is structured as follows: Section 2 presents related works,
developed with similar objectives to the proposed system. Section 3 details the hardware
we used and the proposed pipelines, followed by the results and a brief discussion in
Section 4, and conclusions and future work in Section 5.
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2. Related Work

Pick and place operations are mostly related to bin picking problems; however, they
can be applied to several other situations—for example, vertical picking from shelves [7].
The work presented in this paper falls into that scenario. Currently, these operations
constitute the majority of the industrial robotic applications and have been extensively
studied by research institutes, schools, and industries due to the vast demand and the
advantages that it delivers.

Image segmentation is a known computer vision research field that is crucial to
perception systems; already, there are several developed techniques. However, a common
obstacle is present in segmentation approaches—namely, applying the segmentation to
objects in densely cluttered scenarios, due to the fact that these types of environments have
multiple occlusions, objects in different depth planes, and distinct objects. A similar issue
occurs in other perception algorithms, which struggle to recognize and select objects in
cluttered environments, especially when the environment is made up of several identical
objects, creating issues with the perception and recognition of a specific object.

2.1. Object Segmentation and Pose Estimation

In a common robot bin-picking task, scenes contain multiple instances of diverse object
types, causing several occlusions; therefore, instance segmentation techniques are required
before estimating the object pose. Deep-learning-based approaches have displayed remark-
able performances in executing this task. Blank et al. [8] presented an object recognition
pipeline combining convolutional neural networks (CNNs) and feature-matching methods
to estimate the 6-degrees of freedom (DoF) poses of objects; it is capable of recognizing
textureless objects. Wada et al. [7] proposed an object segmentation approach to pick objects
in narrow spaces. It accumulates segmentation results with multiple camera angles, using
a voxel grid map to generate 3D object segments. Le et al. [9] developed a segmentation-
based deep learning approach for planar objects in a cluttered environment, while only
requiring 2D data to estimate a 3-DoF pose, in order to pick an object with a vacuum gripper.
Zhuang et al. [10] proposed a semantic image segmentation using the Part Mask R-CNN
neural network combined with the point pair feature method to estimate 3D object poses.
Kozák et al. [11] developed a pipeline to estimate poses from 2D images for textureless
industrial metallic parts for semistructured bin-picking based on a CNN.

Furthermore, certain neural networks were developed to segment and estimate pose
based only on 3D point-cloud data. Dong et al. [12] estimated 6-DoF poses in cluttered
scenarios by employing deep learning-based instance segmentation of 3D point-cloud
data with a point-wise pose regression network. Xu et al. [13] proposed a similar ap-
proach for instance segmentation based on a fast point-cloud clustering network and a
fast clustering algorithm, extracting features of each point and inferring geometric center
points of each instance simultaneously before clustering the remaining points to the closest
geometric center.

2.2. Grasping Planner

Grasping planners are employed to plan how to pick an object in an efficient manner
and without collisions. Buchholz et al. [14] proposed an optimal grasping-pose-estimation
system with collision avoidance for bin-picking problems, allowing one to reduce system
cycle number. He et al. [15], developed a novel approach to scooping based on a mobility
analysis with a two-finger gripper. Ichnowski et al. [16] presented an algorithm that
speeds up the execution of a bin-picking robot’s operations based on a grasp-optimized
motion planning. Leão et al. [17] suggested a bin-picking solution for entangled objects;
the algorithm represents a curved tube as an ordered list of cylinders and joints using
point-cloud-analysis algorithms.

In addiction, new solutions were developed, aggregating perception and grasping
pipelines into a singular framework, based on deep learning techniques; these estimate
grasps recurring to neural networks. Iriondo et al. [18] adapted a deep graph convolutional
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network to predict affordances scores for suction and other gripper end-effectors in an
industrial bin-picking environment instead of scene segmentation; this way, it does not
require a pose-estimation method. Jiang et al. [19] proposed a system for textureless
planar-faced objects using depth images based on a deep convolutional neural network to
predicted grasp suction points and optimal grasp patterns for a hand with two vacuum
cups. Several works developed a similar approach to estimate grasp points or affordance
scores, such as [20–27]. However, these approaches are generally not applied in cluttered
scenarios, as observed in the previous works.

Although there are several approaches to solving bin picking problems, the proposed
solution provides a re-configurable pipeline using deep learning techniques that is capable
of segmenting different object types in cluttered environments with challenging conditions.
Some approaches presented in Section 2.2 can solve the problem of having several different
types of objects; however, 2D grasp solutions generate several grasping difficulties, and
the grasp solution is only selected based on the best estimated grasp candidate.

3. System Overview

To support the development of the proposed bin picking system, a use-case from the
shipbuilding industry was considered. We focused on improving the image segmentation
process, which currently is the main bin-picking bottleneck. It is composed of two object
models, a 90◦ flow pipe (Model A) and a triangular wall support (Model B), illustrated
by the CAD models depicted in Figure 2. These models are very different from one
another, covering various features. Model A is made of reflective material, which can lead
to a number of visual issues, especially when applied in an environment with a variable
illumination system, as exhibited in this case. Model B is composed of a textureless material,
which causes several difficulties in object detection, as detailed in [28], because the deep
neural network has to analyze fewer features. In addition, when demonstrated in cluttered
scenarios, there are some instances where the height difference between objects is close to
zero, making it challenging to select the appropriate objects to grasp.

(a) (b) (c) (d)

Figure 2. Use-case objects: (a) 90◦-flow-pipe CAD model, (b) 90◦-flow-pipe point cloud, (c) triangular-
wall-support CAD model, (d) triangular-wall-support point cloud.

These object models were chosen because they are frequently used in ship building;
however, the proposed framework can operate with any type of model, only requiring a
deep learning (Mask R-CNN) training model and the object’s CAD model.

The main objective of this work was to improve the perception approach adopted
in a previous work [29] by developing a system capable of generating solutions in any
type of environment, including dense cluttered ones, which is an important aspect to a
bin-picking problem.

The implemented system is divided into three pipelines: segmentation, pose estima-
tion, and grasping. The segmentation is the main objective of the presented paper and is
detailed in Section 3.1, where we also briefly describe the pose estimation and grasping
pipelines to understand the entire bin-picking system employed.

3.1. Proposed Segmentation Method

The proposed perception system focuses primarily on solving the segmentation prob-
lem, creating a solution with accurate perception and segmentation of objects in cluttered
picking scenarios, as illustrated in Figure 3, which is consistent with observed industry
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patterns. This enables the software to be used in various picking scenarios with either
straightforward or complex perception issues.

Figure 3. Cluttered environment example for bin picking.

In this Section, we detail the full perception pipeline, from receiving the initial inputs
to the segmented point cloud acquisition, describing the development of each process.
The process of object segmentation is based on deep learning detection and point-cloud-
segmentation methods and is responsible for detecting, selecting, and segmenting the best
object to grasp, according to specific heuristics, such as the highest object, or the object
segment with the most surface area, as briefly depicted in Figure 4 (adapted from [30]).

Figure 4. Perception pipeline for image segmentation (adapted from [30]).

The proposed approach is detailed in Figure 5, which depicts the system divided into
two main algorithms, namely, 2D segmentation and 3D segmentation. The approach was
implemented through a ROS action server, which receives goals from the client (mobile
platform) and transmits results and feedback.

The system has three main stages. The first is preprocessing, which is executed
when the robot manipulator is initially set up and corresponds to the loading of the
system configuration. The second is loading, in which the requested object model is
considered and the neural network model is loaded into memory. Lastly, the third stage is
described as the process stage, which occurs after receiving the sensor data, performing the
object segmentation.
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Figure 5. Perception pipeline overview.

In this study, we used a method based on image and point-cloud (generated through
the 3D sensor with RGB and depth data) analysis to perform the 3D data segmentation.
The Mask R-CNN was the deep neural network chosen, as detailed in Section 3.1.1. This
framework was used for object-instance segmentation [31], which accurately and quickly
identified the objects in the 2D image. Mask R-CNN was modified and trained using the
parameters explained in Section 3.1.1 in order to obtain the findings shown in Section 4.

Mask R-CNN configurations are loaded into the system before choosing the device
designed to execute the deep neural network inference. The appropriate training model and
parameters are then loaded for the particular object that is to be detected. After receiving
the captured 2D image, the system checks it to ensure it has valid data before feeding it to
the detector, which will generate the detection masks. Each object segment mask is given a
unique ID number in order to identify each object, and the data are later exported as a 2D
array, which is sent to the 3D segmentation algorithm.

After all objects in the environment have been segmented in 2D, it is necessary to
choose and segment the most fitting object to grasp using the 3D point-cloud data. The cur-
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rent heuristic selects the object that is closest to the sensor and does not have any other
objects on top of it.

The system begins by receiving the image array created during the first segmentation
phase, ensuring that the point-cloud dimensions match the image array masks.

Later on, the point-cloud coordinate system is transformed from its camera optical
frame to the sensor body frame, which is parallel to the bin. This is necessary because the
Photoneo 3D scanner relies on structured light sensing, and as such, requires overlapping
fields of view between the camera and the laser projector. For achieving this overlap,
the scanner has the camera tilted 15◦ in relation to the sensor’s body frame. This tilt must
be taken into consideration for ensuring that the height measurements are properly made
on frame M instead of frame C, as shown in Figure 6. As observed, the z axis of frame C
has a 15◦ tilt, requiring a change in the coordinate system (represented in Equation (1)),
which changes the original frame to the corrected frame, converting the z axis of frame C to
the x axis of frame M and transforming point coordinates (X, Y, Z) to (X′, Y′, Z′).

Figure 6. Height and area estimation illustration.

The measured height value (Equation (1)), acquired from the X’ value of the points is
adjusted to 70% of the weight to select the best object, and the other 30% is estimated by
measuring object areas, as described in Equation (2). The weight distribution was defined
based on the measurement priority, in addition to evaluations realized to improve the
object selection.

Finally, the segmented instance with a higher object_selection_weight (Equation (2)) was
selected and extracted, concluding the 3D segmentation.

PM = R(PC− C)⇒


X
Y
Z
1

 =


r11 r12 r13 0
r21 r22 r23 0
r31 r32 r33 0
0 0 0 1

.


1 0 0 −cx
0 1 0 −cy
0 0 1 −cz
0 0 0 1

.


X′

Y′

Z′

1

 (1)

object_selection_weight = 0.7× height + 0.3× area (2)

The method described allows the segmentation of objects in various environments, re-
quiring a trained Mask R-CNN model with high precision and accuracy values. The pipeline
can estimate results with repeatable average computation time, exhibiting a minimal stan-
dard deviation in different scenarios, involving one or more objects.

3.1.1. Mask R-CNN Training

As described, the 2D detection is realized with the support of a deep neural network
referred to as Mask R-CNN [31]. Mask R-CNN was chosen from all the possibilities
considering that in the first place, it was the newest stable version of R-CNN, a neural
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network with good results that has made a lot of progress made in the segmentation
field, as analyzed by works [32–34]. Secondly, in several published papers, Mask R-CNN
obtained above-average results, surpassing several neural networks. Thirdly, as described
in the main goal of this implementation, the objective was to find a specific known pose
of the model to grasp the object, this way excluding most of the gripper-oriented neural
networks designed to estimate the best grasp possibility. Lastly, it is an open-source neural
network with good community support, and it has attained exceptional results concerning
the detection and segmentation of different objects.

This neural network was adapted to train and inference in TensorFlow version 2 (2.5.1)
and was configured with hyper-parameters to obtain better results, which are detailed in
Table 1. In essence, it is a modified version of the framework defined in [35], composed
of a similar architecture, including a ResNet-101 backbone based on a feature pyramid
network (FPN). This backbone was employed considering the fact that, compared to all the
other ones, such as ResNet-18, ResNet-34, ResNet-50, and ResNet-152, it has better results
concerning average precision, as analyzed in [31,36]. However, it requires more time to
converge than several other architectures.

Beyond the framework modification implemented, allowing us to use TensorFlow
version 2, we added the ability to read both JSON and COCO labels, a transpose layer to
enhance the mask resolution, and more augmentation techniques to augment the dataset,
producing a better training process.

Figure 7 displays the result of adding a new transpose layer and modifying the
mask shape of the neural network. As observed, the curling effect produced in the first
segmentation, created by the predicted mask, is reduced in the second image, fixing the
4 mm peak value from the curling error presented in the edge of the mask.

Figure 7. Transpose layer addition and mask-shape-modification results: (Left) without the proposed
configuration; (Right) with the proposed configuration.

The system used to train the Mask-RCNN consisted of an RTX 3080 (12 GB) graphics
card, 32 GB of DDR4 3600mhz RAM, and a Ryzen 5 5600x processor, with CUDA 11.4 and
cuDNN 8.2.2 versions. In the initial version, real picking images were acquired with a
RGB-D sensor and manually annotated by a human operator with the assistance of the VGG
image annotator and the COCO annotator. After analyzing the procedure, a brand-new
approach for creating datasets was suggested based on simulated data using Blender [37]
and OpenCV [38] to minimize the time and work required for both data acquisition and
label generation, as described in Section 3.1.2.

The set of parameters was defined empirically with the aim of enhancing the training
process and the expected inference results. The most useful parameters to adjust are shown
in Table 1; specific values were defined after analysis and testing various choices.

Mask shape, pixel mean, detection minimum confidence, and image size each have
a significant impact on both detection precision and computation time, particularly for
the inference stage. The most crucial phase of a deep neural network is training, which
must be adjusted for the GPU memory available, dataset size, necessary average precision,
and computational time.
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The steps for epoch and batch size must also be adjusted in accordance with the dataset
length to prevent the trained model from over-fitting or under-fitting. Mask size, learning
rate, and Mask R-CNN losses boost the accuracy of the detection mask, but they can also
extend the training required time, changing how the neural network learns particular
patterns. Nearly all of the additional settings that can influence the training procedure are
listed in the configuration file, such as maximum GT instances, which can speed up training.

Table 1. Mask R-CNN parameters.

Parameters Values

Pixel mean 80.2
Maximum image dimension 512
Maximum GT instances 45
Number of classes 2
Scales of rpn anchors (64, 128, 256, 512,1024)
Learning rate 0.001
Mask R-CNN mask loss 2.0
Gradient norm clipping 10.0
Backbone Resnet-101
Batch size 2
Mask shape [56, 56]

Training strategies are used to raise the detection average precision and intersection
over union (IOU) outcomes. Several tensor-board metrics, including bounding box loss,
class loss, epoch loss, and most crucially, mask loss, were examined to evaluate these results.
The tensor-board results obtained in different training cases are displayed and analyzed in
Section 4.2.

3.1.2. Real/Simulated Dataset Generation

We implemented two distinct approaches of providing input data to the neural net-
work, namely, the RGB images and the respective annotation labels. The first approach was
the classical dataset generation, requiring human interaction. The training data were cre-
ated using images of actual picking scenarios acquired from a RGB-D sensor and labeled by
a human operator using the VGG image annotator [39] and COCO annotator [40] software,
requiring an average of 1 min to generate an image and 16 to 40 s to produce each instance
label, depending on the type of object. To remove this systematic and tedious work, we
developed an autonomous system employing Blender and OpenCV software, consisting of
3D simulated data and autonomous labeling, minimizing the average time consumed and
required work for producing the final data.

The simulated training method using CAD models is an efficient approach for training
deep neural networks, since it can generate a substantial amount of training data containing
automatically labeled RGB images. The system can produce an average of 1600 images
in 2 h and 36 min, with different features, such as view perspectives, object quantity,
illumination, and object position and orientation. This system solves the problem of not
having enough valuable data to train deep neural networks, while also reducing the time
and work it requires.

The proposed simulated-data-generation system is divided into two stages: first,
an offline phase (also referred to as configuration), executed before performing any actions;
second, an online phase, executed while the algorithm is running. The offline stage is
required to configure the types of objects, object quantity, view perspectives, and render
configurations. For instance, the render engine used was Cycles, computed with an
RTX 3080 graphics card with CUDA 11.4 installed. For each model, there was a texture
configuration with similar configuration attributes, as illustrated in Figure 8, but with
different parameter settings and input texture images. Beyond the realistic texture, different
colors are defined based on the maximum number of items the user requires in the scene.
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For instance, if the user demands a maximum of 10 objects, 10 distinct colors were defined,
with fixed RGB values.

Figure 8. Object with a realistic texture.

The online stage begins by activating rigid-body physics properties, enabling gravita-
tional and object collision forces. The generation simulation loop starts by associating each
object with a predetermined color. Then, as shown in Figure 9, the objects are positioned
on top of a funnel with a random pose, falling into the desired bin with various positions
and orientations. Subsequently, two different scenes are rendered. The first one has the re-
spective colors, thereby generating objects with constant color values regardless of position,
orientation, and illumination system; and the second scene has the selected object’s texture,
with realistic settings (each loop supplies two images for each viewing perspective).

Figure 9. Blender environment.
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Half of the images have colored textures, and the other half have realistic textures,
as shown in Figure 10. The images created to be inputs for the labeling algorithms are on
the left-hand side of the figure, and the original images created to train the deep neural
network are on the right.

Figure 10. Synthetic dataset images: (left): labeling images, (Right) RGB images.

The labeling algorithm is split into two main stages, namely, mask generation and
label generation, which are both explicitly shown in Figure 11. The objective is to generate
one file in JSON format that can be easily converted to another format, such as COCO,
containing instance segmentation annotations of the entire generated dataset. For instance,
each image shown in Figure 10 has multiple instance segmentation annotations (in this
case, five different ones for the top-row images and seven for the bottom-row images).

Figure 11. Simulated dataset generation overview.

The first stage, identified as mask generation, is implemented to generate a mask
for each image, wherein segmented objects are identified with different IDs, hence the
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requirement for images with differently colored objects. To simplify the segmentation
(polygon detection), we applied specific OpenCV filters, according to the color defined in
the previous Blender offline phase, thereby identifying each segment with a particular ID
and obtaining the 2D pose of every object presented in the image.

After generating the masks of the dataset with success, the next stage occurs, namely,
label generation, adapted from [41]. Currently, the system has several images with known
segmentation data and needs to transform each segment into instance label data. To execute
this task, categories are first created according to the JSON format instance segmentation
labels, detailed in Table 2. Afterwards are defined the filename and the size of the original
image, which will be used in the training stage. Afterwards, the image is interpreted, and we
define different polygons and region attributes for each image, employing find_contours,
polygon, and simplify functions to withdraw the exterior points of each segmentation.

Table 2. JSON segmentation format.

ID Categories Sub-Categories Sub-Sub-
Categories

Value
(Examples)

image id

filename “image_name.jpg”

size on the disk 114,651

regions
shape attributes

name “polygon”

array of “x” points [112, 114, 117,. . .]

array of “y” points [559, 551, 532,. . .]

region attributes label “label”:“model”

file attributes “width”:1980,
“height”:1080

An array of “x” points represents every point from each polygon of the x axis, and an array of “y” points represents
every point from each polygon of the y axis.

Finally, the information of each image was collected into one file in JSON format,
ending with the original simulated dataset generated in Blender and the annotation file.
Each segment of the entire dataset was labelled. Each image has its own polygon segments
labels, as displayed at the output of Figure 11.

3.2. Object Pose Estimation

The object pose estimation pipeline was developed by Costa et al. [42]. It is a modular
robot localization solution that can be easily customized for object-pose-estimation applica-
tions. The configuration allows one to estimate object poses using a CAD reference model
and a sensor point cloud.

To establish communication with this pipeline, the segmentation system publishes a
segmented point cloud for a specific object, allowing the pose estimation system to match
this segmentation with the CAD reference model, estimating the object 6-DoF position
and orientation.

Figure 12 provides an overview of the main stages of the 6-DoF pose estimation
system, namely:

• The first image shows the raw point cloud.
• The second image introduces the segmented object with a blue point cloud.
• The third image presents the green reference point cloud before alignment.
• The fourth image shows the initial alignment between the filtered sensor data and

the green reference point cloud using fast point feature histogram (FPFH) descriptors
along with random sample consensus (RANSAC) matching.

• The fifth image shows the green reference point cloud after alignment using the
iterative closest point (ICP) algorithm.

• The sixth image shows the comparison of the filtered sensor data with the matched
green reference point cloud. Each point in the filtered sensor point cloud was given a
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color gradient between green and red based on the distance to the closest neighbor in
the green reference point cloud. Green dots represent points with a very close neighbor
and as such can be considered correctly matched, and red dots represent points with a
far away neighbor and as such can be categorized as not having a matching point in
the reference point cloud.

Figure 12. Alignment of the green reference point cloud with the blue segmented point cloud for
6-DoF pose estimation.

3.3. Grasping Planner

The grasping planning used in the current paper was developed by Souza et al. [29].
In this work, the authors proposed a re-configurable and modular grasping planning
pipeline to be deployed by factory floor operators. This pipeline is divided into two stages
of processing. The first, an offline stage, is in charge of automatically generating a set
of grasping configurations oriented to the object 3D CAD model (more than 100 con-
figurations), and the second determines which configuration is appropriate at run-time.
A pipeline flow organizes user-defined decision metrics and heuristics. Figure 13 presents
some examples of grasping configurations generated using grasping planning for the
current use-case.
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Figure 13. Some examples of generated grasping postures used in the current proposal.

The estimation of the selected grasp candidate was evaluated based on several metrics
and heuristics, namely: (i) the required effort applied when moving the mobile manipulator
to the estimated point, estimated by the roll, pitch, yaw, and Euclidean distance; (ii) the
collision with the workspace or another object, excluding grasp candidates with collisions;
and, lastly, (iii) the joint space, excluding candidates outside this space, due to the ma-
nipulator not being capable of reaching certain locations to execute the action. In other
words, the grasp candidate inside the joint space, without any collisions, and presenting
the lowest-effort trajectory, is going to be chosen as the best grasp pose.

If the end-effector accidentally holds another object, and the grasp occurs without any
collision, the system completes the procedure and places the object in the bin of the mobile
platform (this case only happens if the segmentation system chooses the wrong object).
When grasping, if an object is holding or stuck to another object, the robot manipulator will
try to execute the same action that was planned, because the algorithm does not have a
solution for entangled objects.

4. Results and Discussion

This section discusses several bin-picking results obtained from several experiments,
based on deep learning inference metrics, such as average precision, average recall, IOU, F1-
score, deep learning training evaluation, data generation evaluation parameters, and real-
life intralogistics experiments. This section analyses the entire bin-picking system proposed,
focusing on the perception operation and closing with an analysis of realistic bin-picking ex-
periments.

The suggested system was tested in several scenarios, with one or more objects, and at
various levels of difficulty, allowing us to analyze its behaviors at various complexity levels.

4.1. Data Generation

The data were generated according to two different approaches described in
Section 3.1.2. We analyze the efficiency of each approach (see Table 3) and its precision in
Section 4.3.

Comparing the two approaches, it can be concluded that the acquisition based on real
data and labeled by human operators requires more time than the synthetic-data approach
to generate the sensor data and their labels. Considering a linear relation between elapsed
time and data samples, and between elapsed time and number of annotations, the real data
approach requires 900% longer to acquire images and around 500% to 1200% longer for
labeling. Apart from this fact, the approach is not autonomous, requiring human operators
with some experience in this field to execute the task. In light of these considerations,
the dataset generation using synthetic data (which solely requires a computer, the CAD
models, Blender, and OpenCV) is an effective autonomous method of producing training
data for deep neural networks.
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Table 3. Dataset generation time analysis.

Dataset Nr of
Images

Data Acquisition
Total Time (h:m)

Nr of
Annotations

Time per
Annotation (s)

Labeling Total
Time (h:m)

Real
(Model A) 488 07:10 737 38 07:46

Real
(Model B) 59 00:55 155 16 00:41

Simulation
(Model A) 1600 02:36 10,593 3 08:32

Simulation
(Model B) 1600 02:21 10,106 3 08:05

The label-generation process for synthetic data is not yet optimized, as it was the first
iteration developed, so the time required to generate every label was not the algorithm’s
priority. It would be possible to reduce the labeling total time, enhancing the proposed
approach’s efficiency.

Figure 14 shows two different types of data generated with different approaches. In the
left column are synthetic data generated with the CAD model of each object, and in the
right column, real data obtained by a RGB-D sensor. As observed, the simulated data have
colors, textures, forms, and sizes that are realistically close to those of the data acquired by
a RGB-D sensor.

Figure 14. Difference between simulated and real data. (Top-Left) synthetic 90◦-flow-pipe
data; (Top-Right) real 90◦-flow-pipe data; (Bottom-Left) synthetic triangular-wall-support data;
(Bottom-Right) real triangular-wall-support data.

4.2. Mask R-CNN Training Results

As explained in Section 3.1.1, the Mask R-CNN was trained with specific parameters to
enhance the precision and efficiency of the neural network. These were adapted according
to the dataset size and complexity. For example, synthetic datasets generated with the
new proposed system feature more training and validation images than real datasets,
because generating these only requires time to produce more quantity instead of operator
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time and effort. Due to this case, the training process with synthetic data had a lower
learning rate and more steps per epoch.

The training process was slightly modified during the course of the work, including
the image size, batch size, epochs, and Mask R-CNN layers, to analyze which parameter
values produced the best results. The final parameters are defined in Table 1.

For simulated datasets with 1600 images, including both models, the total training
time was on average 52 h. Regarding the training executed with datasets generated from
real data, as it had fewer steps for epochs, it required an average of 6 h for the triangular-
wall-support model and 9 h for the flow-pipe model. The applied training process was
based on transfer learning with COCO weights, increasing the neural network’s precision
and enabling less training time.

The results were analyzed using the tensor board tool [43] to visualize metrics such
as mask and bounding box loss, with a particular emphasis on the mask loss metric,
which defines the neural network’s 2D segmentation loss. The results were organized into
categories based on the different models and dataset creation techniques and are shown in
Figures 15 and 16.

Figure 15. Training mask losses.

Figure 16. Training class losses.

Analyzing the displayed graphs, both dataset generation approaches have similar
training statistics for both object models. On average, the mask and class loss stabilized
after around 150 epochs, depending on the trained Mask R-CNN layers. In this case, three
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types of layers were trained, namely, heads, 4+, and all. The mask loss varied between 10%
and 28% and class loss between 5% and 12%.

The dataset created using real data for the triangular-wall-support model only con-
tained 70 training and validation images, which led to more unstable training, as observed
in Figure 15. Mask loss variation was between 5% and 15%; compared that to the 1%
presented in the model trained by simulated data, illustrating how smaller datasets with
fewer samples have worse training performance. In other words, the results produced by
the simulated data are accurate, and if the dataset is appropriately constructed, with several
viewpoints positions, and a sufficient sample size, it can outperform the dataset generation
with real data.

Lastly, by analyzing all the results presented and comparing the two dataset generation
approaches, it is possible to conclude that the proposed simulated data dataset generation
method is an appropriate one for deep neural network training, presenting high efficiency
and precision values, enabling the adaptation to various object models with minimal
resource requirements. This conclusion is supported by the efficiency demonstrated in
Section 4.1.

Furthermore, if we require the detection of a different type of object, the deep neural
network will have to be re-trained using training from scratch or transfer learning methods.
The employment of the second method requires a previous trained weight, allowing one
to reduce the new training effort (time, GPU resources) required. The most common pre-
trained weights used for instance segmentation are COCO and ImageNet; however, one can
also use weights trained with specific datasets. Especially in transfer learning, the training
has to be supervised, in order to not overfit or underfit in relation to the new dataset used.
Nonetheless, when changing the object type, there is no need to change the segmentation
pipeline due to its architecture, enabling the 2D and 3D segmentation of any type of object.

4.3. Proposed Perception Pipeline Results

To develop a thorough evaluation, specific evaluation datasets were created, with sev-
eral images and various scenarios, from simple ones with only one item to complex ones
with multiple objects and occlusions. Every trained model evaluation was assessed using
the same datasets according to the type of object model (90◦ flow pipe and triangular wall
support, as shown in Figure 17).

The datasets used for evaluation were acquired with real data from the RGB-D sensor
and labeled by human operators. The 90◦-flow-pipe dataset consists of 64 images,with dif-
ferent object quantities, view angles, and complexity; it has uncluttered scenarios with no or
only a few occlusions, and cluttered scenarios with several occlusions. The triangular-wall-
support dataset is similar, being composed of 59 images, only differing in the object model.
Furthermore, instance segmentation labels were generated for both datasets, working as
ground-truth data for the evaluation.

The evaluation system applied to the perception framework is based on dice coef-
ficients, exhibited in Tables 4 and 5. Average precision (AP), established according to a
specific IOU interval (for instance, we used AP50 (50% IOU), AP75 (75% IOU), AP90 (90%
IOU), and mAP (from 50% to 95%)), was estimated by computing the division between
true positives and the sum of true positives and false positives. Average recall (AR) is also
based on IOU intervals and is estimated by dividing the true positives by the sum of true
positives and false negatives. However, we only calculated the average recall between 50%
and 95% IOU. Average IOU (mIOU) quantifies the overlap percentage between the ground
truth mask and the prediction mask. Finally, the F1-score (mF1) is the weighted average of
precision and recall, giving equal weight to precision and recall.

The results are divided into two tables, providing a deep analysis of the difference
between training the Mask R-CNN deep neural network with real instance segmentation
data and simulated instance segmentation data.
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Figure 17. Perception evaluation dataset. (Top) 90◦ flow pipe; (Bottom) triangular wall support.

Table 4. Perception results (Mask R-CNN trained with real data).

Dataset Model AP50 AP75 AP90 mAP mAR mIOU mF1

90◦ flow pipe 0.976 0.968 0.897 0.872 0.976 0.916 0.943

Triangular wall support 0.980 0.955 0.902 0.914 0.980 0.937 0.849

Table 5. Perception results (Mask R-CNN trained with simulated data).

Dataset Model AP50 AP75 AP90 mAP mAR mIOU mF1

90◦ flow pipe 0.967 0.962 0.579 0.819 0.976 0.736 0.875

Triangular wall support 0.919 0.842 0.721 0.802 0.948 0.894 0.793

After analyzing Tables 4 and 5, it is possible to conclude that both dataset generation
techniques for the two models exhibit similar results in almost every category. A difference
in the average precision is noticeable though, especially for higher IOU values.

Overall, the object perception results based on this evaluation, according to the defined
metrics, demonstrate that for every trained model, the pipeline is capable of estimating
results with high precision, recall, and IOU in distinct environments, with several occlusions.
Precise instance segments were defined relative to the ground truth previously defined.

Figure 18 displays several segmentation results acquired from bin-picking experiments
with the two referred models (90◦ flow pipe and triangular wall support) containing from
1 to 6 objects. The segmented point cloud estimated by the object segmentation system
is represented by the blue region. As observed, the segmentation system only selects the
object most appropriate to be grasped by the robot manipulator. Considering these results,
every segment was correctly estimated, though with a small mask error in some of the
triangular-wall-support model segmentation.
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Figure 18. First scenario perception results. (1st and 3rd row) Original image; (2nd and 4th row)
segmentation result.

Table 6 displays the mean and standard deviation of the time consumed in the pro-
posed perception pipeline. The presented results were computed after 20 iterations for each
model type. The inference was executed on a computer composed of an Intel i7 12700H
processor, NVIDIA RTX 3060 graphics card, and 16 GB of RAM.

Table 6. Proposed object segmentation pipeline with elapsed time.

Dataset
Model

Pre-Process
(Offline)

[s]

Loading
(Offline)

[s]

2D
Segmentation

(Online)
[s]

3D
Segmentation

(Online)
[s]

Overall
Object

Segmentation
[s]

Mean Std
dev Mean Std

dev Mean Std
dev Mean Std

dev Mean

Knee tube 8.5 0.6 0.25 0.2 0.33 0.4 0.11 0.04 0.47
Triangular
wall support 8.5 0.6 0.24 0.2 0.28 0.3 0.09 0.02 0.38

Mean represents the mean value and Std dev represents the standard deviation value.

The elapsed time was divided into several stages, and each was evaluated separately—
namely, the pre-process, loading, and segmentation (main processing stage). The main
stage is split into two steps, one for 2D image segmentation (estimated by the deep neural
network) and one for 3D segmentation.

Pre-processing has little impact on the pipeline duration because it is only performed
once when the robot is initialized. The 2D segmentation acquired as an output of the Mask
R-CNN neural network, which takes an average of 0.3 s to compute, is the longest process,
excluding the pre-process, according to an analysis of Table 6. This computational time can
be decreased by changing certain parameters, such as the input image quality. Loading the
trained model required, on average, 0.25 s; however, that is only when the type of object
that is being detected changes.

At last, the overall object segmentation, shown in Table 6, is the most crucial result,
exhibiting the average time consumed when the perception framework is called, composed
of the time consumed by the Mask R-CNN detection, 3D segmentation, and communication
for receiving and sensing data between the robot operating system (ROS) nodes.
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4.4. Intralogistics Experiments

In order to evaluate the complete bin-picking system, covering the segmentation, pose
estimation, and grasping system, we analyzed its behavior in scenarios with different
difficulty levels—real laboratory scenarios that were created by randomly placing objects in
the bin and only manipulating them to be at least partially inside the 3D sensor field of view.
Each scenario contained only a singular type of object—for this use-case, a 90◦ flow-pipe
model or a triangular-wall-support model. The evaluation of these experiments focused on
the number of successes per iteration, to determine the system’s consistency and robustness.
Furthermore, the proposed system was compared with another implementation based on a
plane and cluster segmentation, essentially only differentiating the segmentation pipeline.

The results were evaluated according to the metrics described by Souza et al. [44].
In summary, the evaluation parameters used, namely, grasp prediction (GPSR), grasping
reaching (GRSR), grasping hold (GHSR) and handling grasping success rates (HGSR) allow
the verification of different grasping procedure steps in a standard fashion. If a stage fails,
the succeeding stages results are not affected, enabling one to estimate what stages contain
more failures. The most significant results for this proposed work are demonstrated in the
grasping prediction (GP) stage, associating the segmentation and pose estimation system.

The system was first tested according to the number of objects presented in the scene
(from one to six objects), limiting the object quantity due to the dimensions of the bin. Based
on this configuration, the results listed in Table 7 were obtained, and for each iteration,
a different scenario with the same object quantity was constructed. In order to achieve
an acceptable evaluation, the system was tested at least 20 times for each case (number
of objects).

Table 7. Intralogistics experiments based on object number. Each category evaluated the grasping
performance from grasp prediction (GPSR), grasping reaching (GRSR), grasping hold (GHSR), and
handling grasping success rates (HGSR).

Parameters 1 Object 2 Objects 3 Objects 4 Objects 5 Objects 6 Objects

Iterations 20 20 20 20 20 20
GPSR 95% 85% 80% 95% 85% 85%
GRSR 100% 100% 100% 100% 100% 100%
GHSR 100% 100% 100% 95% 100% 100%
HGSR 100% 100% 100% 100% 100% 100%

Based on Table 7, the proposed system has similar results in scenarios composed of 1
or 6 objects, confirming its robustness. Failures mainly occurred at the GP stage, mainly
due to matching miscalculations between the segmented point cloud and the CAD model.
In general, the system achieved results with high grasping success rates, especially for
cluttered scenarios with four or more objects.

The proposed system was once more evaluated, based on a realistic bin-picking
problem. This new experiment, whose results are detailed in Tables 8 and 9, was created
with the intention of emulating a standard bin-picking problem, starting with a defined
number of objects in random positions and orientations, forming a cluttered scenario,
as displayed in Figure 19. The objective was to grasp (remove) every object from the bin,
evaluating the number of necessary iterations to empty each bin. If the system failed to pick
and place an object, it would try again until emptying the bin, because the neural network’s
estimated results varied in each iteration, unlike most of the classical implementations.
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Figure 19. Bin-picking scenarios. (Left) First bin-picking scenario; (Right) second bin-picking scenario.

The first iteration of the first bin picking experiment is displayed in Figure 19 (left).
The initial object quantity was five; this quantity decreased with each iteration realized,
representing a realistic bin-picking problem. The second experiment was similar to the first,
simply changing the initial quantity from 5 to 6 and the overall scenery.

Table 8. First bin-picking evaluation.

Parameters 90◦ Flow Pipe Model Triangle Wall Support Model

Object quantity 5 5
GPSR 100% 80%
GRST 100% 100%
GHSR 100% 100%
HGSR 100% 100%

Table 9. Second bin-picking evaluation.

Parameters 90◦ Flow Pipe Model Triangle Wall Support Model

Object quantity 6 6
GPSR 100% 83.3%
GRST 100% 100%
GHSR 100% 100%
HGSR 100% 100%

In order to analyze in depth the crucial phase referred as GP, Table 10 demonstrates
the same experiments realized in the previous evaluations from Tables 7–9. However, now
the evaluation is focused on the point-cloud segmentation, object selection, matching with
the CAD model, and pose estimation stages—identifying which of them had the higher
success rate. As each process is executed in order, the success rate is only dependent of
each specific stage.
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Table 10. GPSR evaluation.

Parameters 90◦ Flow Pipe Model Triangle Wall Support Model

Iterations 71 71
Segmentation success 100% 99.98%
Selection success 99.98% 95.71%
Matching success 100% 82.00%
Pose estimation success 100% 100%

Taking into consideration Table 10, for every experiment realized in this paper, the ma-
jority of the failures were caused by the matching process, generally when applied to the
triangular-wall-support model. Several of the matching failures originated because the
smaller surface of the triangle was directed upwards, causing the RGB-D sensor to be
perpendicular to this smaller surface, thereby only segmenting the top view, as exhibited
by the straight line in blue in Figure 20 (Left). As a result, in some cases, the matching
algorithm estimated the object in the opposite direction, as shown in Figure 20 (right),
where the CAD model (red) is in the opposite direction of the segmented cloud (blue).
The same happened with the first experiment, exhibited in Table 7, where most of the total
failures (87.5%—portion of matching failures of total failures) were caused by this error.
However, this error did not appear because of the segmentation, but rather because of
the perspective of the robot manipulator. The solution for this problem is to acquire data
from different perspectives, acquiring point clouds with more information about the object
being scanned.

Figure 20. Proposed pipeline matching error. (Left) Point-cloud segmentation; (Right) Point-
cloud matching

As observed, the system had an average success rate of 91.6% in bin-picking problems
with complex and cluttered scenarios. Regardless of the object quantity, the proposed
system achieved an average success rate of 87.5%, proving to be capable of segmenting
and picking objects in densely cluttered environments, similar to those illustrated in
Figure 19, composed of 5 and 6 objects. To conclude the previous discussion, the main factor
influencing the system’s success rate is the matching process between the segmentation
pipeline and grasping pipeline, where the estimated point cloud segment is matched with
the reference point cloud model to estimate the position and orientation of the object,
presenting a higher grasping failure rate when executing the system with the triangular-
wall-support model.

The segmentation of the point cloud estimated by the proposed pipeline is compared to
a system that was previously developed based on a different perception technique, adopted
in [29]. Several classical techniques, including plane segmentation, hue saturation value
(HSV) segmentation, and cluster segmentation, were used in the segmentation pipeline
of the prior methodology. As shown in Figure 21, the segmentation estimated from the
previous method had issues when the objects were close to one another on the same
plane field. This problem frequently occurred in cluttered scenarios, where the inability to
separate the various objects resulted in a single cluster (represented by green dots) in the
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same plane field, which provides misleading information about the object segment for the
matching stage, making it impossible to match with the CAD model.

Figure 21. Results comparison between pipelines, for selecting a point cloud from a single object
(shown with green dots). (Left) Previous pipeline [29]; (Right) proposed pipeline.

By comparing the results generated by the previous pipeline and the proposed pipeline
in cluttered scenarios, displayed in Figure 21, it is possible to conclude that the pro-
posed approach has more accuracy in these types of scenarios. As observed, the instance-
segmentation technique produces similar results related to the mask. However, the new
proposed pipeline can distinguish each singular object when they are close together, min-
imizing the error of estimating a segmentation with more than one object. In addition,
the triangular-wall-support model has several segmentation difficulties because of its ge-
ometry, color, and material. Several experiments were realized with the previous pipeline,
and it was noticed that with four objects in densely cluttered scenarios (composed of 90◦

flow-pipe model objects), several segmentation difficulties arose, and it achieved the worst
results for the triangular-wall-support model, having difficulties with only one object in
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the scene, due to the height difference between the background and the model being too
small, showing it was merely accurately segmenting when there was a significant plane or
cluster difference.

Concluding, the proposed method presents a higher grasping success rate than the
previously developed method, based on classical techniques. However, it still presents a
few limitations in random bin-picking scenarios. Its major limitations are related to the
geometry and other features of the object to be picked—if the object does not present a
significant height difference and is relatively uniform, this limits the matching process,
and the corresponding success rate. As the defined threshold to accept or decline a match is
applied to diverse objects, a few matches are estimated in the wrong orientation (most of the
cases with a 180-degree offset) or slightly displaced from the original position. Nonetheless,
these limitations do not cause a major problem, as concluded by the results obtained from
the triangular-wall-support model—a textureless object with a hard geometric shape.

5. Conclusions and Future Work

A segmentation pipeline approach was proposed and implemented in a re-configurable
bin-picking system based on object instance segmentation using deep learning techniques.
This paper solves several pipeline difficulties in bin-picking problems. Our method seg-
ments/detects different types of objects (different shapes and sizes) in cluttered environ-
ments, showing the potential of deep learning techniques. In particular, we developed a
method based on 2D and 3D segmentation that is capable of detecting the most appropriate
object to pick up in a cluttered environment with several occlusions. We also proposed
a new completely autonomous system to generate labeled data quickly for deep neural
network training; we demonstrated that simulated data can be used to generate accurate
deep learning models and avoid the time-consuming manual data acquisition and label-
ing by human operators. The experimental results show that the proposed segmentation
pipeline can segment objects with an average precision of 89.3% when trained with real
data and 81.0% when trained with simulated data, solving several difficulties presented
in the previously developed system. Finally, the re-configurable pipeline displayed an
average grasping success rate of 87.5%.

Furthermore, this work provided a quality comparison between deep learning training
with real data acquired by a RGB-D sensor and labeled by human operators, and synthetic
data labeled by an autonomous system using Blender and OpenCV. We also compared the
new segmentation approach with a classical segmentation method.

Future work includes the improvement of the re-configurable pipeline with keypoints
detection, allowing the segmentation pipeline to estimate the initial position and orientation
of the object, reducing the iterative closest point (ICP) algorithm’s number of iterations. It
is also possible to avoid the usage of the pose estimation pipeline by employing a deep
neural network capable of generating grasp solutions with 3D point clouds, having similar
efficiency to deep learning frameworks used to plan 2D grasping solutions; however, we
must work on its precision in cluttered environments with collisions and occlusions.
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