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The adoption of immersive virtual experiences (IVEs) opened new research lines where the impact of realism

is being studied, allowing developers to focus resources on realism factors proven to improve the user expe-

rience the most. We analyzed papers that compared different levels of realism and evaluated their impact on

user experience. Exploratorily, we also synthesized the realism terms used by authors. From 1,300 initial doc-

uments, 79 met the eligibility criteria. Overall, most of the studies reported that higher realism has a positive

impact on user experience. These data allow a better understanding of realism in IVEs, guiding future R&D.
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1 INTRODUCTION

Over the years, the ability to recreate reality in virtual experiences has inspired several science
fiction movies and series (e.g., The Matrix or Star Trek). Beyond the realm of science fiction, we
have examples such as the Link trainer in 1937 (a device created to simulate flight conditions
and train pilots) [59] and Sensorama in 1962 [53] (an entertainment device capable of delivering
multisensory stimuli). Although the quality of the experiences is far from what is achievable with
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115:2 G. Gonçalves et al.

today’s knowledge and technology, both aim to create realistic virtual experiences, even though
with different end goals. In 1965, Ivan Sutherland introduced the concept “The ultimate display”
[115]. The author states that the ultimate display would be “a room within which the computer can
control the existence of matter.” Such a display would allow users to interact with what they see
as real. Ivan Sutherland even gives examples such as “a chair being materialized allowing users
to sit on it and even bullets could prove to be fatal.” This type of display is very similar to the
“Holodeck” depicted in the science fiction series Star Trek. Although very futuristic and almost
unthinkable today, Ivan Sutherland proposed this display when no area-filling picture displays
were available commercially for human use. Ivan Sutherland further speculated that new displays
with such capabilities would eventually appear and that we would have much to learn about how
to take advantage of them.

The higher computational power available today, at lower costs [56] and better scientific knowl-
edge, allows us to have experiences that were considered science fiction years ago. Directly or
indirectly, we are slowly approaching the ultimate display concept. Contrasting with Ivan Suther-
land’s reality in 1965 [115] “no one seriously proposes computer displays of smell or taste,” we now
have systems capable of delivering other stimuli beyond audiovisual, such as wind, temperature,
scents, taste, or tactile feedback. These stimuli can help create experiences that replicate real-life
experiences [74].

Although the computational technology capabilities are now higher than before (Moore’s Law
[81]), the simulation of reality in its most profound and most intrinsic detail is not conceivable yet.
Trying to simulate everything in a virtual experience with the highest possible level of realism
will waste computational resources and overload developers. Besides, the majority of those efforts
might not be perceivable to humans. For example, Itti and Koch [43] discussed that only a small
fraction of the stimulus received by our eyes is processed in a way that directly influences our
behavior. The scene parts that elicit a stronger response (“visually salient”) are the ones that get
targeted first to be processed by the brain. Whether part of a scene provokes more or less response
is thought to depend on the context of the environment. In other words, it is dependent on what else
is presented in the other parts of the scene. Redirecting the attention towards other parts requires
a voluntary “effort.” Studies [12, 114] have also proven that tasks can grab the user attention in
such a way that they are not able to perceive differences in quality on unrelated objects to the task.
There are also the cross-modal effects of multisensory stimuli, where the perception of details of
a given stimulus might go unnoticed when other more dominant stimuli are present [14].

These studies prove that user perception is not able to perceive the whole complexity of the
virtual environment, because they can only process part of the stimuli at a given time. Therefore,
increasing the environment realism as a whole might be a waste of resources. Instead, and by ex-
ploiting user perception, developers can shift their efforts and improve realism where it can be
actually perceived. So, depending on the virtual experience’s objective and the degree to which
a user can interact, optimizing the resources available will always be crucial. Furthermore, un-
derstanding how users perceive realism and how it affects their virtual experience is critical in
developing applications that require a faithful simulation of specific real-life conditions [20].

The quality of immersive virtual experiences (IVEs) is improving as the technological ad-
vancements happen. Adoption is increasing, as well as the easiness to create such IVEs through
cost-effective hardware and straightforward authoring tools. We are now able to create IVEs so re-
alistic and cost effective that they are being used as complements to professional training. However,
we are still in the early days of investigation and limitations, whether human resources, system
capabilities, or budget costs are a reality. Optimization of resources is thus important to extract the
best IVEs possible within the given constraints. Therefore, it is crucial to understand which factors
of objective realism do improve the user experience within IVEs, how many studies support the
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results, and which variables are still unexplored. This systematic review will help developers to
focus their efforts on objective realism factors that are proven to improve the user experience. In
contrast, researchers can further corroborate and fill the literature gaps.

To properly perform a systematic review that focuses on realism in IVEs, we must understand
several key components of an IVE. We describe two concepts that are widely used in this research
topic: presence and immersion. Alongside these concepts, we further explore how different terms
associated with realism are defined and used. To find these associated terms, we have looked up
synonyms of realism and performed a preliminary literature search to check if the terms returned
results in the scope of this study while also recording other terms used by authors.

This theoretical background will allow us to understand the relations between concepts better
and provide a high-quality discussion.

1.1 Virtual Reality, Augmented Reality, and Mixed Reality

Some early definitions of Virtual Reality (VR) include: “Virtual Reality is electronic simulations
of environments experienced via head-mounted eye goggles and wired clothing enabling the end-
user to interact in realistic three-dimensional situations,” by Coates [16], and “Virtual Reality is an
alternate world filled with computer-generated images that respond to human movements. These
simulated environments are usually visited with the aid of an expensive data suit which features
stereophonic video goggles and fiber-optic data gloves,” by Greenbaum [32]. A more recent defini-
tion of VR from Fuchs et al. [26] is: “Virtual reality is a scientific and technical domain that uses
computer science and behavioural interfaces to simulate in a virtual world the behaviour of 3D
entities, which interact in real-time with each other and with one or more users in pseudo-natural
Immersion via sensorimotor channels.” In this work, we consider Fuchs et al. definition. However,
because our work focuses on the higher end of immersion, it is constrained to include stereoscopy
devices such as HMD or CAVEs. IVEs can originate from different immersive technology beyond
VR. Thus, we also considered the Mixed Reality (MR) spectrum. Considering the virtuality contin-
uum [76], MR consists of merging virtual and real-world stimuli [26, 76]. AR consists of overlaying
virtual elements over the real world, positioning it closer to the real-world end of the continuum,
while VR is on the opposite side of the continuum (purely virtual). MR, therefore, encompasses
everything in between, including the known Augmented Reality (AR).

1.2 Presence

The sense of presence seems to be one of the main results of virtual experiences. It has been used
in the literature as a metric to evaluate the user experience and consequently the virtual environ-
ments, guiding future research. Several authors defined presence in different ways throughout the
literature. Gibson [28] referred to presence as “the feeling of being in an environment”; Witmer
and Singer [124] considered presence as being the “the subjective experience of being in one place
or environment, even when one is physically situated in another”; Slater and Wilbur [112] defined
presence as “a state of consciousness, the (psychological) sense of being in the virtual environ-
ment.” According to the authors, users who feel higher levels of presence in a virtual experience
are also more prone to behave similarly to how they would in a real situation. Harter et al. [37]
consider that the same autonomic reactions users have on real situations may also happen in vir-
tual experiences as long as there is the suspension of disbelief (even though users know the virtual
experience is not real, they suspend disbelief). David et al. [86] in his work about VR training with
firefighters, considers that this mental suspension of disbelief is related to higher levels of presence.
These results suggest that presence is particularly crucial in VR training scenarios, requiring users
to behave in the IVE and real life in the most similar way possible. However, note that realistic
behavior is not presence but rather a sign of it [104].
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Several conceptualizations of presence have emerged throughout the literature. An explanation
of several of those can be found in Lombard and Ditton’s work [60]. Lombard et al. introduce
presence as realism: “a medium can produce seemingly accurate representations of objects, events,
and people—representations that look, sound, and/or feel like the “real” thing” [60]. The authors
also argue that this concept can be confused with “social realism,” which refers to the extent to
which a media is plausible by reflecting events that could occur in a non-mediated world. Although
presence as realism can include “social realism,” it also includes “perceptual realism.” For example,
in a sci-fi scene, some events are unlikely to happen in reality, and therefore the social presence can
be low. Nevertheless, if people and objects behave as expected in the same scene, then perceptual
realism would have a high value even if the social presence is low.

In 2009, Mel Slater [105] introduced two constructs: “place illusion” (PI) and “plausibility
illusion” (PsI). PI is considered the “strong illusion of being in a place despite the sure knowl-
edge that you are not there,” which is equivalent to what is usually called presence. The author
considers PI as being binary; either there is an illusion or not, there cannot be a partial illusion.
PsI is the “correlations between external events not directly caused by the participant and his/her
sensations (both exteroceptive and interoceptive).” PsI does not require physical realism as people
can still show signs of anxiety and other emotions depending on what is happening in the vir-
tual experience, even though virtual realism is low. An example is the Stanley Milgram obedience
experiment [77], where users would show signs of anxiety when causing pain to a non-realistic
virtual avatar [107]. According to Mel Slater, if we experience both PI and PsI, then we are more
likely to respond as if the situation was real.

Although presence is closely related to realism, Baños et al. [3] argue that reality judgment (“the
belief that our experiences are real”) is a construct different from presence. This means that users
can consider an IVE real even if they do not feel any sense of presence and vice versa. Under this
definition, Skarbez et al. [103] further suggest that reality judgment is synonymous with PsI.

1.3 Immersion

The term immersion in the context of VR is often confused with presence, being used sometimes
interchangeably [103]. According to Slater et al. [112], immersion refers to the technology (ob-
jective characteristics of the systems that make a virtual experience possible) giving an inclusive
(extent to which the user is isolated from physical reality), extensive (number of sensory stimuli
being used), surrounding (field of view), and vivid (richness, information content, resolution, and
quality of the displays) experience to users. The authors [112] also state that immersion requires
a virtual body as it is part of the perceived environment and the one that is doing the perceiving.
This immersion definition can also be referred to as “perceptual immersion” [6]. In their work
from 2009, Slater et al. [105] further extended the immersion definition, characterizing it by the
supported sensorimotor contingencies (SCs). SCs are actions we perform to perceive the envi-
ronment around us (e.g., looking around, crouching, bending down, jumping). Valid sensorimotor
actions are actions allowed by the system, resulting in the images being updated accordingly. Valid
effectual actions are actions users can take that result in changes in the environments. Both sets of
actions are called valid actions, which users can perform, resulting in changes in their perception
or modifications to the virtual environment. For example, if users try to bend down, but the HMD
only allows for rotational movements, then the image will not be updated accordingly; therefore,
this action would not be a valid sensorimotor action. Similarly, if the user tries to grasp a virtual
object but there is no hand tracking, this action would not be a valid effectual action. Slater et al.
[105] state that an ideal immersive system should be able to simulate a non-immersive system fully.
For example, an immersive system comprising an HMD, could simulate a non-immersive system
such as a desktop monitor, mouse, and keyboard. Still, the other way around would not be possible.
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Note that Slater defines immersion as purely objective and dependent on the physical properties
of the system.

A contrasting definition of immersion comes from Witmer and Singer [124]. They define im-
mersion as “a psychological state characterised by perceiving oneself to be enveloped by, included
in, and interacting with an environment that provides a continuous stream of stimuli and experi-
ences.” This definition can also be called “psychological immersion” [61]. We consider Mel Slater’s
immersion definition for this works’ scope because it clearly separates presence (subjective feeling)
from immersion (objective characteristics of the system).

1.4 Fidelity

Several definitions have been given to fidelity. Franzluebbers and Johnsen [24] considered fidelity
as how well the object physical properties are replicated. Meyer et al. [75] state that fidelity is a
measure of how well the simulation represents the real world. To objectively evaluate fidelity, the
authors affirm that a “referent” is required—“an abstract description of the real world that defines
reality in a level of detail and format that makes a meaningful evaluation possible.” Because the
real world is too complex to be compared, a referent would define reality through an abstraction
of the real world, to which the simulation system can be compared to and evaluated.

Bowman and McMahan [20] discuss that realism comes from high-fidelity sensory stimuli in suc-
cessful immersive VR applications. McMahan et al. [72] divide a VR environments’ overall fidelity
into display fidelity (exactness in which the real-world stimuli is represented) and interaction fi-
delity (exactness that the real-world interaction can be reproduced). The authors also concluded
that both constructs are important to determine performance, presence, engagement, and usability.

Alexander et al. [2] define fidelity as how well the real world is emulated. The author also
defines various subcategories of fidelity, which can be divided into three subcategories. Physical
Fidelity refers to how the simulation is physically similar to the real environment being replicated.
However, a virtual environment can look similar to the real one until we try to interact with
it. Functional Fidelity defines how similar the functionality of the virtual environment is to the
real one. Last, Alexander et al. [2] describes Psychological Fidelity, which, as the name describes,
defines how close the simulation can replicate the psychological factors that happen in the direct
real environment.

Schricker et al.’s [99] definition is similar to Meyer et al. [75], as they describe fidelity as the
extent to which a simulation represents its referent. The referent is an abstraction that is as close
to the real world as possible, with no concern for design issues or resource limitations while a
model usually will not be as close to the real world because it must make these considerations.
However, the model is what it’s actually developed, and therefore, will not be as close to the real
world, because it must consider the inherent limitations.

On the fidelity referent topic, Roza et al. [97] considers it as a “formal specification of all knowl-
edge about reality plus indicators to determine the uncertainty levels and quality of this knowledge
to judge the confidence level of this referent data.” The authors state that for Fidelity to be mea-
sured it must consider a common referent to be compared to.

Similarly to Schricker et al. [99], Meyer et al. [75], Roza et al. [97], and Hughes and Rolek [41]
define fidelity as how well the attributes and behaviors of the referent are reproduced. Regarding
fidelity measurement, Vincenzi et al. [83] describe two main methods to do it. We should note
that fidelity for his work context is related to simulations (e.g., airplane cockpits). One method
to measure fidelity can be a mathematical calculation of how many identical elements are shared
between the real and virtual worlds. A higher simulation fidelity is then the result of a greater
number of shared identical elements. The other methods refer to the trainee’s performance. By
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evaluating the transfer of knowledge through comparing his/her performance in the simulation
with the real world, it is possible to measure fidelity indirectly.

1.5 Coherence, Authenticity, and Credibility

Coherence is defined by Skarbez et al. [102] as “the set of objectively reasonable circumstances
that the scenario can demonstrate without introducing objectively unreasonable circumstances.”
The authors link coherence to PsI, as both depend on the users’ expectations and past experiences
and highly depend on the specific virtual scenario and/or software. It does not require the virtual
experience to replicate the real world. The authors further divide coherence in physical coher-
ence (laws of physics) and narrative coherence (how virtual agents and scenario meets the users’
expectations as they know it from everyday life) which seems to overlap with Lombard et al.’s per-
ceptual realism [60]. Skarbez et al. [103] also discuss that coherence can not be purely objective, as
it will always depend on the user’s past knowledge and experiences. However, they consider that
it would be helpful to consider as if it was objective, because developers cannot control the user’s
prior knowledge. Still, they can control whether or not the virtual experience events are internally
consistent. Furthermore, developers can further minimise how dependent coherence is on their
prior knowledge by hinting the user to expect certain behaviors.

The term authenticity is considered by Gilbert [29] as how well the virtual experience is within
the expectations of the user consciously and unconsciously. Malliet et al. [66] referred to authen-
ticity as a constituent of perceived video realism, which was based on Hall’s [35] typicality (events
and behaviors related to everyday life) and plausibility (events and behaviors that can potentially
occur in the real world) notions. Malliet et al. [66] consider the sense of realism as “authenticity”
where it “relates to the belief gamers have in a game designer’s intention and ability to express
something real.” For example, the simulation of human emotion or the virtual characters and sto-
rylines of humanness is considered the authenticity construct. Skarbez et al. [103] discussed how
Gilbert’s authenticity is similar to coherence but distinct as it assumes the virtual experience is
trying to replicate the real world on the contrary to coherence.

Credibility is considered by Boucaud et al. [10] as the degree to which the user felt the virtual
agent behaved in a human-like way. The scope of his study was about social touch in human-
agent interaction. Building on their definition, the more overall meaning of credibility would be if
the virtual world behaves similarly to the real world, which ultimately is equivalent to Gilbert’s
authenticity and similar to the definition of Malliet et al. Bishop et al. [7] stated that the virtual
experience would become more credible as data, computer display environments, and haptic feed-
back improve. Although the authors did not directly define credibility, it seems to be a function
of the system capabilities (immersion/fidelity). Gonçalves et al. [30] used a dictionary definition
to define credibility as “the quality of inspiring belief,” which is necessary to develop a sense of
presence. This definition is equivalent to coherence and PsI, where there are no assumptions that
the virtual environment is trying to replicate reality, but instead if the events and the environment
itself follows its internal logic and meets the users’ expectations for the given context.

1.6 Realism

In the scope of visual stimulus, Chalmers and Ferko [13] considered realism in real-time the “holy
grail” of computer graphics. VR systems aim at providing users with both realism and real-time
update of visual stimuli. Creating a single realistic computer rendered image uses fewer resources
than producing the same level of realism at a high and constant frame rate required by IVEs. There
is a tradeoff between quality and system performance. Usually, realism is reduced to achieve de-
cent performance. Authors state that no one can precisely define what realism is. They introduce
a way of considering realism in virtual environments—Levels of Realism (LoR). This is the level
necessary to achieve the same experience in the virtual environment as in the real environment.
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These can be particularly useful in training simulations to guarantee that trainees do not adopt
different strategies just because they are in a virtual environment, which would ultimately harm
their real-world performance in the same task. The authors also introduce the concept of believ-
able realism. This is achieved by introducing imperfection in the virtual environment. Usually,
computer-rendered images look intact and clean, which does not happen in the real world. Stains,
dust, scratches, and other imperfections can affect the sense of perceived realism [62].

Ferwerda [23] defined three types of realism in computer graphics: physical (“image provides
the same visual stimulation as the scene”), photorealism (“image produces the same visual response
as the scene”), and functional realism (“image provides the same visual information as the scene”).
Physical realism requires that virtual scenes be objectively the same as the real scene. Such would
require the geometry, textures, lighting, and so on, to be done with extreme accuracy. A photo-
realistic image is an image indistinguishable from a real photograph of a real scene. Note that a
photograph is a representation of reality and not reality itself. Introducing certain artefacts present
in real photographs in computer-generated ones can actually increase its photorealism [62]. Func-
tional realism is an image that provides meaningful information about objects’ properties, allowing
users to perform real tasks. An example would be instructions to put together pieces of furniture.

Chalmers and Ferko [13], using physics and believability as “dimensions,” classify realism into
four quadrants: Is Believable (IB), Not Believable (NB), Is Physics (IP), Not Physics (NP). For
example, a VR system for training should fall in the IP quadrant, as it should introduce real-world
physics, but it can (IB) or not be believable (NB). Ferwerda’s Functional realism and Uncanny Valley
Avatares (explained ahead) are placed into NBIP, because they are physically correct but are not
believable. Photographs and Photorealism are placed in IBIP, whereas VR is placed between IBIP
and NBIP.

Perroud et al. [88] consider five acceptations of realism:

(1) Realistic looking - This realism factor is mainly linked to visuals such as textures and how
light is modeled in similar ways to what we see in the real world.

(2) Realistic construction of the virtual world - In virtual environments, physics rules can easily
be broken through simplification of physics calculations or even by offsetting known con-
stants to achieve specific behaviors. This realism factor describes the extent the behavior of
the virtual environment is based on scientifically proven models.

(3) Physiologic realism - Due to the extensive complexity of the real world and the human body,
the stimuli received by the body in a virtual environment may be oversimplified, lacking,
or too intense. Physiologic realism refers to this question by defining how similar the sen-
sory input in the virtual environment is to what the user would receive in a real analogous
situation.

(4) Psychological realism - Subjectively to users, certain settings (such as field of view or gravity)
may seem realistic to them even if their levels are below or above the ones found in the real
world. Psychological realism considers what seems real to the users, whether or not the
virtual environment parameters replicate the real-world conditions.

(5) Presence - Even in simple rudimentary virtual environments, users can feel a sense of pres-
ence. As Perroud et al. [88] state, “even if the scene is only made of non-textured polygons,
the maximum the presence, the better.”

Furthermore, Hoorn et al. [40] give another realism definition stating that if the simulation’s
goal is achieved, then the simulation was realistic enough. They mention that there is a lack of
objective methods to evaluate physiological realism. They proposed a model to evaluate physio-
logical realism using a driving simulation context considering the human visual system skills. The
authors point out that the model needs to go through more experimentation to validate the scoring
system fully.
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According to Slater et al. [108], visual realism can be divided into geometric realism (how similar
the virtual object is to its real counterpart) and illumination realism (how realistic the lighting is).
Their study concluded that a higher sense of presence is more likely with real-time ray tracing than
with ray casting. In the follow-up study, Yu et al. [129] concluded that the previous results were
due to dynamic shadows and reflections. Also, that illumination quality did not affect presence, but
global illumination did result in greater plausibility. Such did affect participant responses leaving
the authors to conclude that it is worth introducing global illumination. Hvass et al. [42] conducted
a study comparing low vs. high visual realism (through polygon count and texture resolution).
The results suggested that a stronger feeling of presence develops when participants are exposed
to heightened visual realism. Furthermore, self-reports and physiological measures also indicated
a stronger fear response in higher levels of realism, which leads authors to conclude that such
may reveal a stronger presence. The sense of presence seems to be a well-established metric and a
relevant factor in evaluating perceived realism. Studies seem to indicate its increase usually leads to
a higher sense of presence. However, there are cases where realism might not lead to presence and
where realism without presence is enough. Bowman and McMahan [20] discussed one example:
the oil and gas industry, where users need to perceive complex 3D structures to make the right
decisions, not requiring a high feeling of presence but rather a high level of realism. Another
possible issue with higher realism is the Uncanny Valley [82]—the emotional response of a person
over an avatar reassembling a real human being. Widely used across the robotics and computer
graphics fields, it explains the phenomena where users’ feeling of empathy increases with the
degree that an avatar reassembles an actual human until this feeling shifts abruptly to revulsion in
the so-called “valley.” However, if the reassembling keeps increasing, then the feeling of empathy
returns. When designing virtual experiences with human-like elements, such as virtual agents or
self-avatars, the uncanny valley might negatively affect the virtual experience if their realism is
brought up to the point where it is eerily similar to a human being. In these cases, it could be better
to use a less-realistic avatar or virtual agent.

1.7 Summarizing Realism’ Terms

Considering author definitions of realism, we theorize that realism can be both subjective and
objective. Subjective realism depends on how users perceive the environment. This means that
for the same system and experience, users can perceive different levels of realism, depending on
several variables such as past life experiences and physiological differences. However, objective re-
alism is how well the system (hardware and software) provides the same stimuli as the real world,
whether users perceive it as real or not. There is a consensus that fidelity defines how a system
can replicate the real-world experience. However, because reality is too complex, authors use a
“referent” (an abstraction of reality) to make a comparison between the virtual and real experience
possible. Slater’s definition of immersion is closely related to fidelity. However, we distinguish
between both terms where immersion is the system potential to provide a realistic virtual expe-
rience (defined by the supported SCs), and fidelity is how well that system is used in this regard.
For example, a highly immersive system could allow full-body tracking with extreme precision,
but if the IVE application only makes use of head tracking with a bad software implementation,
then such application will be of lower fidelity compared to an application where full-body track-
ing is used together with a highly optimized software implementation within the same immersive
system. Following this definition, fidelity is therefore equal to objective realism.

Ferwerda’s physical realism is oriented to the visual system. Nevertheless, if we extend its def-
inition to encompass the rest of the human senses—the virtual scene produces the same stimuli
as the real counterpart scene—then it is similar to our definition of objective realism. Likewise,
Perroud et al.’s dimensions of physiologic realism and realistic construction of the virtual world
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[88] also fit within our notion of objective realism. To objectively evalute an IVE realism, the scene
must be possible to be replicated in the real world. For example, the realism of a partial fantasy
world (an experience that can only be partially reproduced in the real world) could be objectively
evaluated only in the parts shared between the real world (e.g., gravity or light behavior). The rest
of the fantasy elements (e.g., humans being able to fly on their own) cannot be replicated in the
real world and, therefore, have no realism is zero, even though they can still be coherent/credible
within the internal logic of the experience and provide a sense of presence.

Gilbert’s [29] authenticity, Skarbez et al.’s [102, 103] coherence, Slater’s PsI [105], Lombard
et al.’s [60] perceptual realism, and Perroud et al.’s psychological realism [88] are closely related to
subjective realism—how well the virtual experience meets expectations of users of what they con-
sider to be real. Subjective realism can therefore be high even if the IVE does not replicate the real
world. This means that users can perceive a fantasy world to be realistic even if it depicts events
that would be impossible to happen in real life, as long as they make sense within the logic of the
scenario context. As per Gilbert’s definition, the exception being authenticity makes assumptions
that the IVE is trying to replicate the real world.

In short, we divide realism into subjective and objective realism, which we will use throughout
the rest of the article. Subjective realism considers how the users’ expectations are met and ulti-
mately how they perceive the experience as real. Objective realism considers how close to reality
the virtual experience was, discarding whether or not the users thought it was real or not. It is
objectively defined by the system characteristics and how they are used.

We found different terms and definitions used to describe realism; thus, to avoid possible misin-
terpretations between different studies, we reviewed the terms and definitions from this systematic
review of selected papers.

2 RESEARCH QUESTIONS

Two research questions (RQ) were developed to tackle the issues identified in the previous sec-
tions. Various authors have different interpretations of the same realism related terms that can
cause misinterpretations. The first research question (RQ1 - How do authors define realism and
related terms in this systematic review selected papers?) will address terms related to realism in
IVEs in an exploratory way. It will give readers an overview of terms and definitions used in the
scope of this article to better orient future work and foster systematic use of such terms.

The second research question (RQ2 - How does objective realism impact the user experience?)
aims to provide knowledge on which realism factors were studied, which categories of user expe-
rience were covered, and the impact of such realism factors on user experience in IVEs. This RQ
will enable future development to create realistic IVEs to better focus efforts on factors known to
increase the user’s subjective perception of realism and overall experience. It will also suggest new
lines of research regarding unstudied factors.

3 SYSTEMATIC REVIEW METHODOLOGY

The systematic review methodology used was based on the PRISMA methodology [79]. It encom-
passes four phases (Figure 1(a): identification, screening, eligibility, and included documents. It
provides transparency in the paper selection through extensive documentation of all steps taken.

3.1 Eligibility Criteria

The eligibility criteria (Table 1) allow identifying related studies that can answer the RQ and discard
studies that do not. Because the criteria are defined before the document search, the chance of bias
is lowered [48]. The criteria were defined to restrict the number of documents to the most relevant
ones to answer the RQ.
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Fig. 1. Study selection flow diagram (a) and Quality assessment scores histogram (b).

Table 1. Inclusion (IC) and Exclusion Criteria (EC)

Criteria Description

IC0 The title, abstract, or keywords match the search query (Section 3.2).
IC1 Search results from manual search.
IC2 Work published in refereed journal or conference.
IC3 The paper is written in English.

EC0 Duplicate studies.
EC1 Work not published in refereed journal or conference.
EC2 Text is not available.
EC3 The paper is not written in English.
EC4 Does not consider immersive VR/AR/MR.
EC5 The document does not consider the evaluation of realism of the virtual experience

in a comparative study.
EC6 Does not compare two or more conditions between the same visual immersive setup.
EC7 Out of scope.

3.2 Identification Phase

Four well-established databases were included in the search phase: IEEE Xplore, Elsevier Scopus,
Clarivate World of Science, and ACM Digital Library. The research team considered that these
four databases cover all the venues where relevant studies for the systematic review scope are
published. The search was conducted through Titles/Abstracts/Keywords. The query was built
with the research questions in mind. Because the survey focuses on immersive VR, AR, and MR,
the search term “virtual reality,” “augmented reality,” and “mixed reality” had to be found together
with one of the following terms: immersive, HMD, variations of head-mounted, CAVE, or headset.
Related terms had to be included to narrow the obtained results of the search and orient it towards
realism. After several iterations, the final version of the query was the following:

(“virtual reality” OR “augmented reality” OR “mixed reality” OR “VR” OR “AR” OR “MR”)

AND (“immersive” OR “cave” OR “hmd” OR “head mounted” OR “head mount” OR “head-

mounted” OR “head-mount” OR “headset” AND (“Authentic” OR “Authenticity” OR “Cred-

ibility” OR “Coherent” OR “Credible” OR “Believable” OR “Coherence” OR “Fidelity” OR
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Table 2. Data Extracted for Each Research Question

RQ Data Description

RQ1 Term Which term authors used when referring “close to reality.”
RQ1 Term Definition The definition of such term (if provided).
RQ2 Dependent Variables Variables being tested and measured.
RQ2 Independent Variables Variables that were being controlled.
RQ2 Results How the dependent variables were influenced by the experimental groups.
RQ2 Highlights The main conclusions of the study.

“Aesthetics” OR “Realism” OR “Realness”) AND (“Measure” OR “Measurement” OR “Eval-

uate” OR “Evaluation” OR “Quantify” OR “Quantification” OR “Estimate” OR “Estimation”

OR “Assess” OR “Assessment” OR “Methodology” OR “Method” OR “Framework”)

The search was conducted on April 6, 2020, and had no time range limitations. A total of 1,287
documents were added to the screening phase. In addition, a search in additional sources was done
to verify if any more documents to be included were not picked up in the selected databases’ search.
As a result, the search identified and added 13 more documents, resulting in a total of 1,300.

3.3 Screening Phase

From the initial 1,300 documents, 490 were duplicates, resulting in 810 unique works for the screen-
ing phase. Papers with the same title would be further investigated as possible duplicates, and if the
abstract was identical, it was considered a duplicate. In the case of similar abstracts, the full-text
analysis would reveal if the studies were duplicates or not. The screening was performed individ-
ually by three researchers in an unblinded standard way. It consists of reading the abstracts to
determine which ones are relevant and which ones are not. Two researchers read each abstract,
and if there was a consensus between researchers, the document was accepted or rejected from
further analysis. In case there was no consensus, a third researcher was assigned to decide by the
majority. The screening phase excluded 425 documents (through exclusion criteria), resulting in
385 documents for full-text reading.

3.4 Eligibility Phase

The resulting papers underwent a full-text assessment guided by the exclusion criteria to assess
their eligibility. From the 385 documents left from the screening phase, 306 were further excluded
through exclusion criteria. The papers that fulfilled the eligibility criteria were processed to extract
all the data necessary to answer the RQs and conduct a quality assessment. Thus, from the initial
1,300 documents, 79 were deemed fit for data extraction for the scope of this systematic review.

3.5 Data Retrieval

After reading the full-text documents, data was gathered through predefined forms. The variables
included were aimed at answering each research question (Tabel 2). Data records were extracted
to answer RQ1, the author’s terms and definition (if available). For RQ2, the dependent and inde-
pendent variables will be considered as well as the results and study highlights. The authors’ study
limitations and future work will be considered to discuss this systematic review results better.

3.6 Document Quality Assessment

The document quality assessment allows for an objective evaluation of how reliable studies are
and to what extent they can be trusted. During the full-text analysis of the documents, a quality
assessment was conducted. The scoring system was similar to the approaches by Connolly [17],
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Feng [22], and Melo et al. [74]. Similarly to the study selection, and to avoid bias, the scoring was
conducted by two researchers. If in consensus, then the rating would be closed; if not, then a third
reviewer would moderate the scoring and provide closure. The scoring system consists of three
items rated from 1 (lowest) to 3 (highest). The final score is constituted by the sum of the scores
from the three items. The items cover the type of document, sample size, and how robust and
relevant the methodology was for the study itself:

Type of document: conference papers get one point, papers published in the third quartile or
inferior journals get two points, papers published in second- or first-quartile journals get three
points (quartiles at publication time).

Sample size: sample sizes lower than 6 per group get one point, between 6 to 11 get two points,
higher than 11 get three points (sample size recommendation based on Macefield [64], considering
the lower end of the baseline range of problem discovery group size and higher end of the baseline
range comparative study baseline range).

Methodology: evaluated through the analysis of the instruments, materials and procedures,
limitations and possibility of biases, the extent to which the study is valid and replicable. Studies
that present severe issues (e.g., issues than can compromise the entirety of the results without
being presented as limitations or flaws in describing the methodology to the point that cannot be
replicated) in this matter get one point. Studies that present issues that do not critically affect the
trustworthiness of the results (e.g., flaws that can affect the results but are well documented as
study limitations) get two points, studies that only present minor issues that do not compromise
the results (all studies that did not fall into the previous categories) get three points.

4 RESULTS AND DISCUSSION

For a better organization of the systematic review, first, we disclose the analysis and discussion of
document quality synthesis followed by how the categorization of variables and results were done
and the results and discussion of each RQ.

4.1 Document Quality Synthesis

The mean quality score from all 79 documents considered for full-text was 6.22 points, with a
standard deviation of 1.54 (Figure 1(b). Documents with a score equal to or higher than seven are
considered high quality. As such, 34 documents (43%) are considered high quality and provide an
overall high-quality peer-review, sample count, and robust methodology. There is a limitation in
the quality score field “document type,” because some conferences can have higher-quality doc-
uments than some journals. This limitation, however, is mitigated through the other two quality
scores (methodology and sample). If the paper is of high quality, then it will still be considered
high quality even if at a conference (1 point from conference plus 6 points from methodology and
sample). Since several works are considered high quality (almost half), we conclude that the work
seems to be well supported and in a mature phase. We also conclude that because of the qual-
ity research being done around realism in IVEs, both authors and journals/conferences seem to
recognize this research field’s potential.

4.2 Categorization of Variables and Results

Due to the lack of existing taxonomies that can cover such a wide range of factors, it was decided
to create one for this study. The taxonomy proposed allowed us to integrate every variable found
throughout the studies (within the scope of the study) into categories. The categorization of the
dependent variables (regarding the user experience) can be found in Table 3 and independent vari-
ables (from now on called Realism Factors, corresponding to objective realism) in Table 4. User
Experience (Task Satisfaction) and User Performance (Effectiveness/Efficiency) factors are based
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Table 3. Dependent Variable Categorization (Dependent Factors)

Dependent Categorization Description

User Experience (Embodiment) User evaluation of their self-avatar.
User Experience (Perceived Environment Realism) Subjective perception of realism of the virtual environment.
User Experience (Task Satisfaction) Subjective user satisfaction about the task.
User Experience (Virtual Agents) User perception of other entities.
User Experience (Involvement) How the user is involved (e.g., pleasure, stress, engagement, boredom).
User Experience (User preference) Subjective preference of users.
User Experience (Presence) User’s feeling of Presence.

User Performance (Effectiveness/Efficiency) The effectiveness and efficiency of the user when performing tasks.

User Behavior How users behave in the experience.

Physiological Responses User’s physiological response (e.g., heart rate, skin conductance)

Table 4. Independent Variable Categorization (Realism Factors)

Independent Categorization Description

IVE Content (Visual - Avatar) Content of avatars (how they look and behave).
IVE Content (Visual - Environment) Content of the virtual environment (e.g., texture, geometry, visual cue).
IVE Content (Audio) Audio content (e.g., soundscapes, audio cues, footsteps).
IVE Content (Haptic) Haptic content (e.g., presence of vibration, wind, passive haptics).
IVE Content (Olfactive) Olfactory content (e.g., presence of scents).

IVE System (Audio) How audio was synthesized and delivered (e.g., headphones, speaker array).
IVE System (Haptic) How the haptic was synthesized and delivered (e.g., different haptic devices, synchronicity).
IVE System (Interaction) Interaction between the user and virtual environment (e.g., locomotion, joysticks, gestures).
IVE System (Camera) Virtual camera settings (e.g., field of view, filters, interpupillary distance).
IVE System (Lights) Light rendering (e.g., ray casting, ray tracing, reflections).
IVE System (Physics) World physics engine (e.g., object behavior, gravity).

on the satisfaction and effectiveness/efficiency metrics, respectively, from ISO/IEC 9126-4 recom-
mended usability metrics [1].

Although we did our best to segment each independent and dependent variable in different Re-
alism Factors and categories, in specific contexts, some variables can be ambiguous and may fit in
more than one Realism Factor or category (in part the result of the absence of a proper taxonomy).
In these situations, the researchers discuss where the variable would fit the best according to the
study context. For example, changing the tangible device that the participant uses to interact in
the IVE could both fit in IVE System (Interaction) as well as IVE Content (Haptic) or IVE Content
(System). However, if the study is oriented to research interaction (e.g., studying different levels
at which the user can provoke changes in the virtual environment) and not the haptic feedback
effect (e.g., compare different haptic devices/modes while the extent to which the users can pro-
voke changes in the virtual environment remains the same), then the study would be placed in
the IVE System (Interaction). This way, we avoid increasing complexity by simultaneously having
the same variable in different factors/categories. The Realism Factors are divided into two main
categories:

• IVE Content: Related to the content of the virtual experience (e.g., self-avatar, virtual agents,
audio cues, texture quality, mesh quality).
• IVE System: Related to the equipment capabilities to synthesize the virtual experience (e.g.,

type of haptic device, different audio setups, illumination models such as ray-tracing).

Both IVE Content and IVE System have sub-categories that were created to accommodate the
studies’ independent variables. This categorization enabled us to systematize the data better and
find patterns in what was studied and yet have to be researched. During the analysis, the meaning
of the variables and what they measured was taken into account when fitting them into a category.

Inside of each Realism Factor there are different levels of objective realism that are compared.
Usually, authors state which level (or condition) is the most realistic. However, some authors do not
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give this information; in these situations, the research team considered the most realistic condition
the one that better mimics (or has a better potential of mimicking) real-life situations. Based on
this methodology, we report that a given factor’s Better/Worse level of realism had a Positive/
Negative/Mixed/Neutral impact in a given dependent category. Note that Positive/Negative does
not necessarily refer to higher or lower scores, as there are variables where higher scores could
be interpreted as worse (and vice versa). Note that an increase or decrease of scores in a given
dependent variable does not necessarily mean that a given Realism Factor directly affected that
same variable but rather indirectly by influencing an unconsidered variable, which by its turn
influenced the one being measured. The results had to be significantly different for the impact to
be considered Positive or Negative. For qualitative studies, the results were based on the authors’
conclusions.

Consider the following example: A study investigates how different levels of visual detail can
influence the sense of presence, user memory recall, and cybersickness [36]. In this case, the vi-
sual detail is included in the Realism Factor of IVE Content (Visual - Environment), as it refers
to a virtual environment’s visual content. The sense of presence is included within the User
Experience (Presence) category. The memory recall is considered a metric of User Performance
(Effectiveness/Efficiency), and therefore it is included in this dependent category, while cybersick-
ness is included in Physiological Responses. In the case that presence scores increases in the higher
visual detail condition while memory recall and cybersickness are not influenced, we report it as
follows: Better IVE Content (Visual - Environment) resulted in a Positive impact in User Experience
(Presence) and a Neutral impact in User Performance (Effectiveness/Efficiency) and Physiological
Responses.

There are also situations where authors do not isolate all variables, resulting in conditions that
differ in more than one factor (e.g., Condition A has better lighting and sounds, whereas Condition
B has worse lighting and no sounds). Therefore the independent variable cannot be categorized
solely in one Realism Factor. In these cases, we report the following: Better/Worse IVE System
(Camera) + IVE Content (Audio) resulted in a positive/neutral/negative/mixed/indeterminate
result.

Another situation that can occur is when a particular Realism Factor has no impact (Neutral) by
itself on the experience, but the interaction with other Realism Factors has. In these situations, we
report it as follows: Better/Worse IVE System (Camera) x IVE Content (Audio) results in a positive/
neutral/negative/mixed/indeterminate result. In this same situation, there is the possibility of im-
pacting the experience when the level of objective realism of a giving factor is low and the level
of objective realism of other factors is high. It would be erroneous to state that a better level of
realism in both factors would result in a specific impact. In these cases, we report that IVE System
(Camera) + IVE Content (Audio) results in a positive/neutral/negative/mixed/indeterminate result.

The Realism Factor’s impact within the same dependent category on user’s experience was also
categorized into five possible outcomes:

• Positive: The Realism Factor showed an improvement in the user experience.
• Negative: The Realism Factor worsened the user experience.
• Mixed: The Realism Factor showed both a negative and positive effect.
• Neutral: The Realism Factor showed no effect.
• Indeterminate: The Realism Factor showed an effect, but it cannot be categorized as better

or worse.

There is a difficulty in synthesizing the types of impact on physiological responses. For example,
an increase in heart rate might be neither positive nor negative, just a manifestation of the human
body to the stimuli received in the IVE. However, in some contexts, we may attribute an increase
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of heart rate as positive or negative if the virtual experience depicted manages to replicate the
same physiological reaction of a real analogous situation. In a hypothetical scenario where a user
would experience a very stressful event (where a heart rate increase would be expected in a similar
real-life situation), we consider it a positive impact if the heart rate increases. In conclusion, the
type of impact registered at physiological responses will be highly context-dependent. Similarly
to physiological responses, user behavior’s also presents a challenge to synthesize. Participants
have different backgrounds and life experiences and personalities (between other variables) that
can lead them to behave differently to the same stimuli. However, some behaviors (such as prox-
emics [50]) can still be studied. In the case of User Behavior, the type of impact will be considered
positive if the user reacts as expected (i.e., similarly to a real-world condition) as per the authors’
conclusions. However, if the authors do not conclude whether user behavior was closer or not to
reality, then our research team would analyze the context of the study and decide the impact type
based on how we expected the user to behave under the same conditions in the real world.

4.3 Terms and Definitions (RQ1)

The first RQ is centered on understanding which terms authors used (regarding realism and similar
terms) and how they define them. Considering all documents that fit the criteria of the systematic
review, there is a clear use of the terms realism (50 documents −53%) and fidelity (39 documents
−42%) over credibility (2 documents −2%), coherence (1 document −1%), congruent (1%), and be-
lievable (1 document −1%).

Note that some authors used more than one term. The terms that the authors are defining are the
ones considered for the analysis. If no definition is given, then all terms used are considered (e.g., a
document may contain realism and fidelity, but no definitions, the document is considered for both
realism and fidelity count). Considering only documents that contain definitions (34 documents),
we have: 18 documents (53%) defining fidelity, 13 documents (38%) defining realism, 2 documents
(6%) defining credibility, and 1 document (3%) defining coherence. All these data and definitions
can be visualized in the supplementary material.

Almost all authors presented their specific views on the subject, resulting in different ap-
proaches. Some authors only defined one dimension of the term they used, others divided it into
several dimensions, and some considered only one dimension of the term (e.g., visual realism [109]
or visual fidelity [31]) and further divided it into sub-dimensions.

Regarding authors who use the term realism, one took on a more objective approach [54]—
“Realism is the Immersion, which is the ‘the objective level of sensory fidelity produced by a IVE
System”’; another a more subjective approach [18]: “closeness between the viewer’s perception
of the virtual environment and an identical real one”; and others considered both aspects [88]
when dividing it into sub-dimensions. Here, we can verify the importance of dividing realism
in objective and subjective to avoid misinterpretations of the same across multiple studies. The
objective approach by Laha et al. [54] and Perroud et al. [88], “Realistic looking” and “Realistic
construction of the virtual world” and “Physiologic realism” constructs, are closely related to our
notion of objective realism. However, we do distinguish in which immersion is not realism but
rather the capabilities of the system within which a realistic virtual experience could take place.
Conti et al. [18] and Perroud et al. [88] “Psychological realism” approaches are similar to our
notion of subjective realism. However, on the contrary to Conti et al. [18], we do not assume if
the virtual experience tries to replicate the real world, as users might consider a virtual experience
realistic even if it depicts events impossible to happen in the real world as long as they are coherent
[102, 103] within the rules of the environment.

Regarding fidelity, the majority of authors define it objectively to how well a virtual experience
replicates a real analogous one [5, 19, 24, 31, 36, 38, 58, 72, 89, 101, 131], while one author takes
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on a more subjective approach [68] by implying perceptual fidelity as “not necessarily equivalent
to physical simulation.” We can conclude that fidelity is in fact the same as our objective realism
definition, independent of users, except to Mania et al. [68] “perceptual fidelity,” which fits the
subjective realism where users might consider a virtual experience real even if it does not properly
simulate the real world.

Overall, there seems to be a mixed-use of the terms realism and fidelity, mainly the fact that
some authors refer to realism as either objective or subjective or the same as other terms (which
could also be subjective or objective for other authors), whereas some further divide realism in
subjective and objective dimensions. For example, Slater et al. [109] divided visual realism into
two components, geometric realism and illumination realism, where the latter one is defined as
“the fidelity of the lighting model.” Rogers et al. [95] also seem to consider fidelity and realism
as synonyms “fidelity (also naturalism, or realism)” using them interchangeably by defining dis-
play fidelity as “sensory realism, referring mainly to auditory and visual qualities” and interaction
fidelity as “action realism, i.e., the degree of exactness with which user actions in VR resemble
real-world actions in terms of biomechanical similarity, input, and control.”

Very few authors used and defined credibility. Boucaud et al. [10] defined it as, “We understand
credibility here as the degree to which the participant feels the agent behaved itself in an adequate
human-like way”, and another used a dictionary definition [30]: “defined by Merriam-Webster is
the quality of inspiring belief.” Both definitions are equivalent to coherence [102], which are, by
their turn, similar to our notion of subjective realism.

Only one author considered coherence defining it as [102]— “the set of objectively reasonable
circumstances that can be demonstrated by the scenario without introducing objectively unrea-
sonable circumstances”—while also stating it is different from fidelity—“Coherence as a construct
is related to, but distinguishable from, fidelity,” which was already discussed in the introduction of
this article.

We must note that we did not find works that based their definitions on terminology. Most
of the authors included and defined certain dimensions/components that were of interest in the
context of their studies. Therefore, they do not show us the whole picture. Although this systematic
review only considered IVEs under the constraints of RQ2 criteria, each author seems to provide us
different definitions, where although some similarities, may confuse readers. To add to this possible
confusion, some authors do not provide definitions. These situations could be compared to the
confounding use of immersion [124] and presence [106], where authors were using one’s definition
instead of the other, which could originate confusion, mainly when no definitions are given.

Only 27 documents (34%) presented the authors’ definition of the term used. This suggests that
the authors considered the definition as general culture. In these cases, the term’s definition should
be considered as the one present in the dictionary, which sometimes might not be the definition
authors considered for their paper.

Even though several terms with different definitions were used, when considering the ones
that address the subjective side, they all come together regarding “how the IVE meet the users’
expectations of what is real within the internal rules of the virtual scene.” Different people have
different realities due to cultural background, physiological, and/or other differences. For example,
a person unfamiliar with airplanes might find a hypothetical flight simulator as real. However, an
aircraft pilot may find the same flight simulator as unreal. This would be due to differences in
both subjects’ life experiences. There are also mental illnesses with psychoses that can shift the
perception of reality. There are also situations where unrealistic experiences (such as the Stanley
Milgram experiment [77] replicated in VR [107]) might still be considered real despite being known
that they are not. This is known as PsI [105], which could also be considered the same as reality
judgment [103]), coherence, and credibility.
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Fig. 2. Impact of increasing objective realism on dependent categories. The number of occurrences is shown

inside the chart bars. Note that this graph only represents the number of studies supporting each impact

and should be interpreted as such.

Then, we have the objective side of the definitions, which commonly means “how a system was
able to replicate the real-world conditions,” independent of the users’ perception. Due to these
circumstances, a unified definition of realism is important.

4.4 The Impact of Different Realism Factors in IVEs (RQ2)

After listing every variable from data extraction, the research team found patterns in both inde-
pendent and dependent variables, allowing us to categorize them into several groups. Results from
three studies could not be categorized (check supplementary material) and were excluded from
RQ2 statistics, resulting in 76 documents being considered. A detailed description of the impact
of each Realism Factor per document can be found in the supplementary materials. Overall, the
impact of realism was positive (Figure 2): 64% positive, 27% neutral, 3% negative, 4% mixed results,
and 2% were indeterminate.

4.4.1 Dependent Categories. In Figure 2, we can verify how objective realism impacted each de-
pendent category and how many occurrences support it. The most positively impacted dependent
categories were embodiment (88.9%), followed closely by user preference (76.9%), presence (70%),
virtual agents (70%), task satisfaction (69.2%), perceived environment realism (67.7%), involvement
(61.1%), user performance (60%), user behavior (50%), and physiological responses (33%).

User performance: The impact of objective realism in user performance is widely researched,
featuring 40 occurrences. User performance was shown to be influenced positively by an increase
in objective realism in 60% of the cases, neutral in 22.5%, negative in 10%, mixed in 7.5%. However
small, there were also negative impacts found. There is a clear search for how well users perform
under different levels of objective realism in IVE. The rise of virtual simulators could explain this
number. Because IVEs have the potential to recreate and/or replicate real scenarios, they are good
candidates for simulators in the most different fields. Thus, user performance is an important
metric to evaluate if a given simulator can reproduce the same conditions as reality. Even though
almost all of the documents considered in this study were of general purpose, several of those
studies produced insightful knowledge that could be applied to IVE in different fields.

Considering one of the consequences of the sense of presence, similar user behavior to a real
analogous situation, this metric would make sense to be used together with user performance to
provide a better discussion about why differences in user performance may have happened. We
should note that better user performance in virtual environments should not always translate to
better performance in real life. If the difficulty of performing a task in a virtual space is easier than
performing in real life, then IVEs in the context of training (e.g., sports, medicine, military) might
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not be efficient at their purpose. Possible reasons for such difficulty differences can be anxiety [113],
stimuli cues meant to help the users [19], visual complexity [70], the object/tool representation
fidelity and interaction [25, 78], absence/limitation of physics [5], or even its incorrect use [102].
Note that in specific situations, lower user performance caused by higher objective realism might
be a good indicator that the virtual environment is replicating the real-world conditions and not
facilitating the user by having a simpler and lesser realistic experience. Nevertheless, in this work,
we consider a negative impact on user performance if the users perform worse, as per the authors’
conclusions, disregarding if it is the desired result or not for that specific situation.

Presence: Next follows the presence dependent category with 30 registered. This metric is
widely popular in IVEs and was expected to be one of the most used. Presence was positively
influenced by objective realism in 70% of the cases, whereas in 30.0% there was no impact (neu-
tral). No negative, mixed, and indeterminate impacts were found. This led us to conclude that
objective realism can be an effective way to increase presence. Although, in some contexts, the
efforts to create more-realistic experiences might not influence the user’s feeling of presence.

Perceived Environment Realism: Right next to presence comes the perceived environment
realism with 30 occurrences. Both are usually connected in their interpretation [3, 103], and some
presence questionnaires even have subscales/questions to evaluate experienced realism (Igroup
Presence questionnaire (IPQ) [100] and Presence Questionnaire (PQ) [125]). The increase of
objective realism was proven to be perceptible by users (perceived environment realism) in 66.7%
of the cases. The other 23.3% were neutral, 3.3% negative, and 6.7% mixed. It is worth mentioning
that one can feel present in an environment with low objective realism. The close connection
between both categories might justify why they have roughly the same number of occurrences.

Involvement: There were 18 occurrences in the involvement-dependent category, suggesting
that researchers aim to understand how realism affects how much and how well participants are
involved in the experience. Involvement includes many different metrics (e.g., intuitiveness, emo-
tions, comfort, pleasure, or engagement) but all related to the user’s involvement during the expe-
rience. Involvement was positively impacted by realism in 61.1% of the cases and neutral in 38.9%.
Also, no negative, mixed, or indeterminate impacts were found, suggesting that an increase of real-
ism is unlikely to decrease the user’s involvement. This dependent category could be further bro-
ken down into subcategories due to various variables, but such detail is out of this article’s scope.

Physiological Responses: We found 18 occurrences regarding the impact of realism on physi-
ological responses. One would expect that physiologic responses would have a higher percentage
of positive impacts (33.3%). However, differently from other categories, the largest part of the im-
pact was considered neutral (50%). The rest of the impact is divided into 5.6% as negative, 5.6% as
mixed, and 5.6% as indeterminate. The large percentage of neutral results does not directly mean
that physiological response was not affected entirely, but could also mean that the physiological
responses researchers were measuring were not the ones being affected; or if affected, the increase
of objective realism was not impactful enough to change physiological responses significantly.

Physiological responses are considered objective and can help researchers better understand
how participants react to different levels of realism that otherwise could not be picked up in other
instruments. We speculate that physiological measurements may not be easy to use, as they require
proper equipment and analysis and may be intrusive during the IVE. The fact that users can have
the liberty to navigate and interact in the environment, as they would in reality, might present an
obstacle for specific physiological measurements, such as electrocardiograms, introducing noise
in captured data. Due to the HMD apparatus covering the head, an electroencephalogram, for
example, might prove difficult to properly setup. However, it may present a powerful instrument
to evaluate realism, as it is unbiased. We must note that, although the physiological responses
do not depend on the user’s opinion, they may still be prone to be influenced by other variables.
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For example, in a stressful environment, a user with past experience in the field might present a
different physiological response than a person experiencing the depicted event for the first time.
Although, this situation might be mitigated by using a larger and diverse sample. However, it is
still important to keep track of possible confounding variables to guarantee valid results.

Overall, physiological measurements consisted of heart rate, skin conductance, and electro-
cardiograms. Other physiological responses that were not measured by physiology equipment
consisted of simulator sickness symptoms and motion sway. We argue that simulator sickness
(cybersickness) is particularly important to be evaluated in specific contexts. It consists of
motion sickness that evokes symptoms such as nausea, headaches, dizziness, eye strain, sweating,
disorientation, or vomiting [21, 55]. Several theories exist regarding the symptoms’ origin, but the
most accepted is the sensory conflict theory. When a discrepancy happens between the visual and
vestibular systems, cybersickness symptoms arise. Positional tracking error, lag, or flickering (the
higher the field of view, the more the flickering is perceived, as peripheral vision is more sensitive
to it) may contribute to cybersickness [21, 55]. Although the advancements of technology already
mitigate these variables, other factors may still be at play. Individual factors such as age, gender,
and illness may influence the sensitivity to cybersickness.

Regarding how the virtual experience was done, the user’s position (sited/standing) and the
amount of control they have in the experience may affect cybersickness. Therefore, if overlooked,
cybersickness could interfere negatively with the participant’s experience, which could compro-
mise the results, depending on the severity of the symptoms. The results revealed that authors
are very consistent in how cybersickness is measured, always using questionnaires, particularly
the Simulator Sickness Questionnaire (SSQ) [46], although, from 1993, it is still used in recent
studies.

User Preference: A total of 13 occurrences regarding the user’s preferences were found. Users
notably preferred more objective realism, with user preference scoring positively in 76.9% of cases,
23.1% as neutral. No negative, mixed, or indeterminate results were found. We suggest that user
preferences should be taken into account as control variables to better understand the results and
provide better discussions.

Task Satisfaction: We found 13 occurrences regarding the users’ task satisfaction. Results in-
dicated that it was positively impacted by realism in 69.2% of the cases, neutral in 23.1%, and
indeterminate in 7.7%. The lack of negative and mixed results suggests that task satisfaction is
likely to not decrease due to higher objective realism. This can be an interesting metric, as users
might consider the task easier and comfortable to perform with different levels of objective real-
ism. Consider that there was a mismatch where users wrongly thought that they performed well
above their actual performance. Such could indicate a possible excess of confidence (users might
feel at ease and confident they performed well), low understanding of the tasks (wrongly thinking
the task is being performed right), or lack of feedback from the application. If the application aims
to train users to execute tasks in the real world, then a higher objective realism might be desirable
[80, 86] even if the task satisfaction is lower because it properly replicates the real-world condi-
tions. However, if the application objective is to lead users to perform tasks specifically in the IVE,
then it might be desirable to increase their task satisfaction ratings.

Virtual Agents: We found 10 occurrences regarding the impact of realism on how users rate
virtual agents. Eventually, a virtual experience will need other entities, either controlled by humans
or autonomous, to replicate reality properly. Social interactions are an intrinsic aspect of human
life. As such, how realism impacts our perception of virtual agents is an important element to
consider. Virtual agents were usually better rated when realism was increased, gathering 60% of
positive impacts, 20% neutral, and 10% mixed. Despite the one mixed impact, no negative impact
was found.
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Embodiment: A total of nine occurrences were found considering the embodiment (substitut-
ing the real body by a virtual one [103]), lower than what was expected. It was the most benefited
dependent category from an increase in objective realism, with 88.9% of the cases being a positive
impact and only 11.1% having mixed results.

One of the key challenges of IVEs is to trick the human brain into considering the self-avatar as
their real body [103]. If such an illusion is successful, then users will behave differently physically
and cognitively than if there was no illusion. This is called the “Proteus Effect” [126]. This mental
illusion can even be traced back to studies not using IVE, such as the rubber-hand experience [9].
This experiment proved that participants behave as if the rubber hand was indeed their hand, even
though they knew it was not, in the face of a threat. Due to the plasticity of the human brain in
accepting different avatars as it is own [110] and having diverse results on human psychology [126],
we expected a higher number of studies documenting the realism role in this illusion. We suspect
that the difficulty to properly track the human body, as it requires complex tracking systems, can be
a barrier for several studies. Also, self-avatars are mainly used in immersive VR and MR [110], as in
AR the real body can be seen at all times unless the virtual body is overlaid on top of the real body.

User Behavior: With the least occurrences (four), we have user behavior. This was unexpected,
as user behavior can be a strong objective indicative (if objective evaluations are used) that users
consider the environment as real and therefore behave accordingly. However, to properly evaluate
user behavior, it is necessary to determine the ground truth behavior. An example of this would
be using methodologies to record facial expressions and body movements under real-world con-
ditions and compare them to those recorded under virtual conditions. Although, this requires a
real-world variant to be possible. When such is undoable, we would need to rely on the literature
(how users should behave under specific situations) or/and use conditions as close as possible to
the one being replicated in an IVE as the ground truth, or even resort to machine learning.

Therefore, we speculate that one of the reasons for a lower study count could be the lack of
viable methodologies to evaluate user behavior properly. From the identified studies, only two
studies evaluated user behavior, and both used objective measurements but without a real-world
baseline. The study conducted by Habibnezhad et al. [34] researched how users behaved in IVE
when exposed to heights vs. ground level with and without virtual legs. Their approach to measure
behavior was through tracking, measuring the user’s stride. The other study was done by Krum
et al. [50] where user proxemic behavior was studied by registering the distance users kept from a
virtual agent. Overall, user behavior was not negatively impacted in any of the studies, resulting
in 50% of positive impact, 25% neutral, and 25% indeterminate. However, we should also note that
the sample was too small (four occurrences) to properly present any conclusions. Therefore, we
suggest that more work should be directed at studying how users behave when confronted with
different levels of objective realism in IVE.

4.4.2 Individual Realism Factor Impact. This section discusses the impact of each Realism Factor
individually. An overall view of the Realism Factors impact can be visualized in Figures 3 and 4.

IVE Content (Visual - Avatar) impact was studied in every dependent category except in-
volvement. The most studied was User Performance, accounting for 11 occurrences, more than in
any other Realism Factor, with the majority of the impact being positive (58.3%).

Some examples of what was evaluated in this Realism Factor were: virtual agents behavioral
realism [52], communicative realism through smile [33], body parts such as legs [34] or hands
[91], avatar texture fidelity [117], anthropometric fidelity [120], crowd behavior [51, 94], hand
proportion [87], different head/arms/forearm/hands configurations [98].

From the results, we can see a search for understanding how avatars (which could be in the form
of self-avatar or virtual agents) influence user performance. This is an important topic of research
when considering training simulators. Several professions such as firefighters [90], surgeons [15],
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Fig. 3. The impact of increasing each Realism Factor individually on the user’s virtual experience. The number

of occurrences is shown inside the chart bars. Note that this graph only represents the number of studies

supporting each impact and should be interpreted as such.

or military [116] have tasks that require teamwork. Thus, a self-avatar might prove useful to give
users a sense of embodiment as well as virtual agents to which they must collaborate/interact
[57, 128].

As expected, the following two most researched categories are virtual agents (eight occurrences)
and embodiment (six occurrences). As researchers are investigating avatars (self-avatars and
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Fig. 4. The overall impact of increasing each Realism Factor. Note that this graph only represents the number

of studies supporting each impact and should be interpreted as such.

virtual agents), it is expected that they also apply metrics to evaluate them. Virtual agents’ scores
usually improved (75% of the cases) with higher objective avatar realism. All of the six occurrences
of embodiment showed a positive impact when increasing the objective avatar’s realism. Overall,
IVE Content (Visual - Avatar) positively influenced 72.1% of studied cases, 18.6% were neutral
results, 2.3% were negative, 4.7% mixed, and 2.3% indeterminate.

Curiously, there was no mention of the Uncanny Valley. The negative effect found was on user
performance, which resulted from an increase in difficulty to perform a task (as discussed in 4.4.6).

IVE Content (Visual - Environment) impact was researched in seven categories. No studies
were found regarding its impact on Task Satisfaction and Virtual Agents.

Variables studied in this Realism Factor consisted in: visual complexity (amount of detail, clutter,
and objects on scene) [92], texture quality and levels of detail (LOD) [36], texture repetition [11],
and polygon/triangle count [42, 84, 118].

Involvement research was expected to be more extensive, as one would expect that an increase of
environmental realism should be directly linked to a better involvement. Similarly to IVE Content
(Visual - Avatar), the most researched impact of the factor was on User Performance. Overall, IVE
Content (Visual - Environment) positively impacted 61.5% of the studied cases, 23.1% were neutral,
and 15.4% were mixed results.

IVE Content (Audio) impact was investigated in six categories. Non-researched categories
were: Embodiment, Task Satisfaction, User Behavior, and Physiological Responses. Some variables
studied in the context of this Realism Factor were: task-appropriate sounds [19], steps and sound-
scape [47], ambient noises [95], audio directivity [123], and Head-Related Transfer Function
(HRTF) [44].

This Realism Factor presents only 11 total occurrences with a maximum of 3 occurrences on
presence and involvement. It would be interesting to focus more research on how audio content
realism could improve user behavior. We suggest this particular research due to the premise that,
in specific contexts, more-realistic audio cues could change the users’ behavior in dangerous situa-
tions. Monteiro et al. [80] studied critical stimuli in decision-making in VR training and concluded
that trainees should experience the same critical stimuli in VR as they would experience in the
real-world scenario for a VR simulator to be a valid alternative to real-world training. For exam-
ple, when crossing the road, the presence of a vehicle sound approaching the user could influence
how the user would behave. Likewise, in a mechanic simulator, heavy machinery’s audio fidelity
could modify how users behave around them due to safety reasons. We also suggest more work on
user performance in IVEs, as some tasks might require faithful audio to be properly performed. For
example, a simulation where mechanics have to diagnose engine problems through their sound, a
medic trying to hear a patient’s heart through a stethoscope, or firefighters listening for possible
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gas leaks. Please note that this does not mean that realistic audio is not already used in IVEs, only
that its impact is not thoroughly investigated.

Curiously, none of the studies explored the audio occlusion, Doppler Effect, or reverberation.
Although two studies explored HRFT [44] and speech directivity [123], overall, little attention
was given to sound propagation. Audio occlusion, for example, could prove useful for firefighters
to locate a gas leak. Because the frequency of occluded audio would be lower by a wall or door,
firefighters might use such audio cues to locate the leak. In the architecture field, a hypothetical
simulator where users could build infrastructures (such as theaters) would also benefit from a
proper simulation of sound propagation. Users could experiment with several objects and materials
and modify the overall 3D shape to preview how sound would feel. Also, no studies were found
researching audio-compression quality, such as bit-rate or sample rate. Instead, studies were more
focused on the presence/absence of audio cues. Overall, it presented a positive impact in 45.5% of
the studied cases with the rest being neutral (54.5%), making it the only Realism Factor where a
positive impact was the less prominent.

IVE Content (Haptic) was investigated in all dependent categories, except Embodiment. From
the categories researched, the one that featured more occurrences was presence (six). Gonçalves
et al. [30] placed a simple wooden board in the ground to serve as a haptic stimulus of going
up a stair step. Joyce and Robinson [45] used a blank panel so users would have haptic feedback
when touching a virtual button. The studies above show relatively simple yet effective methods of
increasing objective realism through passive haptics with good positive results overall. However,
some problems could arise due to safety reasons, such as users not expecting a stair degree and
possibly tripping and falling [30], or properly synchronize the real object with the virtual one
[25, 27]. Some example of variables studied in active haptics were: wind [30, 93] and thermal
feedback [93], being touched by avatar [50], presence of vibration [19, 63], and presence of force-
feedback [127].

Notably, no negative, mixed or indeterminate results were found. Overall, IVE Content (Haptic)
impact was positive on 79.2% of the studied cases and neutral in 20.8%.

IVE System (Audio) was investigated in three categories. Non-researched categories were:
Embodiment, Task Satisfaction, Virtual Agents, User Preference, User Performance, User Behavior,
and Physiological Responses. No negative, mixed, and indeterminate results were found. Half of
the results were positive and half were neutral, with the most researched dependent category
(Perceived Environment Realism) only having two occurrences. However, more research is needed
in this Realism Factor to corroborate existing results as only two documents researched this topic.
One of the studies compared types of acoustic environment (FOA-static binaural, FOA-tracked
binaural, FOA-2D octagonal speaker array) [39] and the other explored the use of noise-cancelling
headphones [47]. The first study concluded that FOA-2D octagonal array outperformed the rest
of the acoustic environment. The second concluded that noise-cancelling did not affect presence,
involvement, and subjective realism but reduced user’s distraction.

IVE System (Haptic) was investigated in six categories. Non-researched categories were: Em-
bodiment, Virtual Agents, User Behavior. One negative impact was found on the Physiologic Re-
sponse. No mixed or indeterminate results were registered. Examples of variables studied in this
Realism Factor were: tangible fidelity (different ways to represent the same stimulus) [85], different
prototypes to synthesize texture [4], using a motion platform vs. a real vehicle [127], and using
a tracked real putter instead of a controller in a golf-related task [25]. Overall, the IVE System
(Haptic) impact was positive on 66.7% of the studied cases, neutral in 28.6%, and negative in 4.8%.

IVE System (Interaction) was investigated in six categories. Non-researched categories were:
Embodiment, Perceived Environment Realism, Virtual Agents, and Physiological Responses. Some
examples of variables studied under this Realism Factor were: locomotion technique [50], different
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grasping object techniques [119], and ability to interact with virtual object [78, 131]. More stud-
ies investigating interaction were expected. One of the essential points of being in an IVE is the
ability to interact with it to provoke changes and received feedback from those changes [65, 130].
Although few documents were found that studied different levels of interaction objective realism,
it does not mean other studies were not using interaction at all. Overall, the IVE System (Inter-
action) impact was positive on 73.3% of the studied cases, neutral in 13.3%, mixed in 6.7%, and
indeterminate in 6.7%.

IVE System (Camera) was investigated in eight categories. Non-researched categories were:
Virtual Agents and User Behavior. There were no negative and indeterminate impacts. However, a
mixed result was found. Examples of variables studied under this Realism Factor were: field of view
[92] and field of regard [54], intra-camera distance [18], depth of field [18], foveated rendering with
different foveal regions sizes [122], ocular parallax [49], processed video feedback from the real
world [121], and first-person and third-person perspectives [71, 73]. Overall, IVE System (Camera)
impact was positive on 56.3% of the studied cases, neutral in 37.5%, and indeterminate in 6.3%.

IVE System (Lights) was investigated in four categories (Physiological Responses, User Perfor-
mance, Presence, and Perceived Environment Realism). Non-researched categories were: Embodi-
ment, Task Satisfaction, Virtual Agents, Involvement, User Preference, and User Behavior. There
were no mixed or indeterminate results. Some examples of variables studied in the Realism Factor
were: radiosity [67, 69, 70, 84], raytracing and raycasting [109], shading models (unlit shader, Lam-
bert diffuse shader, flat shader) [68–70, 118, 129], and high dynamic range (HDR) [101]. Overall,
the IVE System (Lights) impact was positive on 46.2% of the studied cases, neutral in 46.2%, and
negative in 7.7%.

IVE System (Physics) was investigated in six categories (Physiological Responses, User Per-
formance, Presence, Involvement, Task Satisfaction, and Perceived Environment Realism). Non-
researched categories were: Embodiment, Virtual Agents, User Preference, and User Behavior.
There was one negative impact but no mixed or indeterminate results. Examples of variables stud-
ied in this Realism Factor were: object physics coherency [102], gravity [5], and simulated collisions
[8]. We expected more studies in this regard. Every day, we experience physics laws, which led us
to get used to how objects and other elements should behave. This is important for certain IVE,
such as soccer players training their kicks or golf players training their putt. Both examples are
widely sensitive to the physics engine’s faithfulness in replicating real-world conditions so users
can properly transfer their skills to real-world situations. For example, it is not natural to launch
an object and see it floating in the air, ignoring earth’s gravity. But, like any other Realism Factor,
it is all context-dependent. If one is led to believe it is in space, then lack of gravity is expected and
justified in the IVE, as the same would happen in the same circumstances in reality. If one is led to
believe it is in space but with artificial gravity (e.g., centrifugal force), then experiencing gravity in
a space simulated environment would be objectively realistic. Overall, the impact of IVE System
(Physics) was positive on 50% of the studied cases, neutral in 37.5%, and negative in 12.5%. We
must note that physics was one of the less-studied Realism Factors, with only three documents re-
searching it. Curiously, presence was researched in every Realism Factor (except in some Realism
Factor combinations), which indicates it as a very popular metric in IVE studies.

4.4.3 Realism Factors Combination Impact. Regarding the impact of the combinations of Real-
ism Factors, each combination only has one study to support it. Also, these combinations do not
allow us to understand if the impact was due to the combination, or only one of the Realism Factors.
Overall, nine documents, with a total of 17 occurrences, explored combinations of these Realism
Factors: 52.94% of the results were positive, 17.65% neutral, 11.75% negative, 11.75% mixed, and
5.88% were indeterminate.
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4.4.4 Impact of Realism on User’s Perceived Realism. We have analyzed how an increase of ob-
jective realism would impact the user experience, but there is yet another unexplored perspective:
“What impacts the subjective realism?” The dependent category most capable of providing an an-
swer is the Perceived Environment Realism factor, as this factor agglomerates variables addressing
how the users evaluate the overall realism of the virtual environment. All independent factors (ex-
cept IVE System (Interaction)) addressed this dependent category. Overall, from the 64% positive
results on perceived environment realism, 22.22% were from IVE Content (Haptic), 22.22% were
from IVE System (Haptic), 16.67% were from IVE Content (Visual-Avatar), 11.11% were from IVE
System (Camera), 11.11% were from IVE System (Haptic), 5.56% were from IVE Content (Audio),
5.56% were from IVE System (Audio), and 5.56% were from IVE System (Lights). As visualized in
Figure 3, IVE Content (Haptic) and IVE System (Haptic) had the most positive impact on the user’s
subjective environmental realism with a positive impact of 100% and 80%, respectively. Such leads
us to suggest the use of haptic stimuli to improve the user’s subjective realism. IVE Content (Visual -
Avatar) follows as the next factor that registered the most positive impacts, indicating that it can
lead users to rate the overall environment as more real.

4.4.5 Unsynthesized Studies. Three studies results were not possible to synthesize like other
documents due to their methodologies [10, 88, 111] and therefore were not included in the RQ2
statistics. The first study, conducted by Slater et al. [111], explored how illumination type, field of
view, display type (simulated powerwall or HMD), and extent of self-representation would affect
PI and PsI. Participants were divided into two groups, one for PI and another for PsI. Participants
started the experiment in the highest settings of the immersive system. In the following five trials,
the participant had to change the settings (from low to high) for each factor until they felt the same
level of PI or PsI they felt in the highest settings. The results indicated that the PI group tended
to choose a wide field of view and HMD first and then a proper self-representation that moved as
they did. The PsI groups focused more on attaining a higher level of illumination realism but still
attributed importance to the self-representation like the PI group.

Perroud et al. [88] proposed a new scoring system to evaluate the realism of an IVE by ob-
jectively quantifying the visual perception characteristics. The research items were divided into
vision cues (contrast and luminosity, frames per second, number of different colors achievable,
field of view, monoscopic and stereoscopic acuities) and Immersion cues (latency, field of regard,
stereoscopy, tracking, uniformity, and camera convergence). To compare the authors’ theoretical
model to scores given subjectively by participants, a user study was conducted. Participants per-
formed an 8 min drive without any other task besides looking around while driving. In the end,
they were asked to rate the different criteria of the authors’ model by comparing their virtual ex-
perience with real life. Authors conclude that measured frames per second fit well the theoretical
value, monoscopic acuity and color values are far greater than the theoretical ones. Field of view
values were higher but close to the theoretical ones, while the field of regard theoretical values
were very lower.

Boucaud et al. [10] studied the credibility of Virtual Agents when conveying emotions to users
as well as when users are tasked to express emotions to virtual agents. Three emotions were con-
sidered: anger, sadness, and sympathy. Participants were equipped with a haptic sleeve in their
arm so they could feel the virtual agent’s touch. Results showed a difference in the credibility, as
virtual agents appeared more credible when they touched the participants to express anger and
sympathy and much less credible when it reacted to being touched or when they tried to express
sadness. However, expressing anger, sadness, and sympathy to the virtual agent, and vice versa,
are situations equally realistic that can happen in real life. Even so, some conditions were still per-
ceived as more credible than others, which could be due to unknown factors or study limitations
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such as participants not considering the haptic sleeve vibrations appropriate to simulate touch
or that the virtual agent programmed reaction was not made credible enough. Therefore, we can-
not state that a higher/lower realism resulted in a positive/neutral/negative/mixed/indeterminate
impact, because the conditions were equally real for the depicted context.

4.4.6 Discussing the Negative Impact. Only a few studies registered a negative impact. It is im-
portant to understand why these studies, in particular, reported such results. We verified that the
negative impact is only present in Physiological Responses (provoked by IVE System (Haptic)),
User Performance (caused by IVE System (Lights) + IVE Content (Visual-Environment), IVE Sys-
tem (Lights), IVE System (Camera) + IVE Content (Visual-Environment) and IVE Content (Visual-
Avatar)), and Perceived Environment Realism (caused by IVE System (Physics)).

Regarding Physiological responses, there was only one document that reported a negative im-
pact (of IVE System (Haptic)) [127], which was in the form of simulator sickness. In this study,
users felt more simulator sickness when going from a motion platform to an actual vehicle in a
virtual driving simulation using an HMD. However, the participants were not in control of the
real vehicle. Although the authors state that the visual stimuli were in sync with the real vehicle
movement, the lack of control may be one of the causes that increased simulation sickness [96].

Regarding User Performance, we found a total of four documents reporting a negative impact
of realism. One of the works was from Petti et al. [89], where higher IVE System (Lights) + IVE
Content (Visual-Environment) realism resulted in worse User Performance. Authors speculate that
the higher level of detail distracted participants, leading them to spend more time in the virtual
environment, resulting in increased motion sickness (several display issues were reported by the
authors, with emphasis on high-fidelity condition), which reduced their scores and lowered their
performance. If we consider this justification, then objective realism was not the direct cause of the
negative impact, but rather the hardware limitations (as display issues were reported) provoking
cybersickness symptoms the longer users spent in the IVE. Such led us to suggest that an increase
of objective realism should only be done if the equipment allows it, or it may cause the exact
opposite results from those expected.

Another work was from Mania et al. [67], where a negative impact of IVE System (Lights) was
found over User Performance, specifically on memory performance. Although memory perfor-
mance itself was not affected by viewing condition (flat-shaded vs. radiosity), confidence scores
(the certainty of users had in their responses) were lower in the most realistic condition. Authors
suggest that this is due to the less-realistic environment being more distinctive than the real one.
The less realistic the environment is, the more distinctive it is when judging it against reality.
Authors link this difference in distinctiveness to psychological research, which has shown that
distinctive experiences led to more awareness states related to ‘remembering.’ The research team
has two views over this: In a way, the increase in realism diminished user performance. However,
and by following the author’s justification, such happened due to indirect consequences of realism
and/or due to methodology limitations. By looking through a different scope, purposely lowering
realism to increase performance can be beneficial if there is no intent to transmit the experience
to a real-life situation. Therefore, if the objective is to translate the experience/knowledge to real
life, then one should increase realism to avoid a disconnection between what users experience
virtually and what reality is. For example, a student conducting an online test in immersive VR
could benefit from a less-realistic scenario, possibly making it less distracting, increasing user per-
formance. Another example would be a virtual training situation where firefighters would have to
remember a building’s layout. By using a less-realistic environment, their performance might be
higher. Albeit, there could be a discrepancy when going to a real-life location, as the complexity
of the environment would be much higher than what they experienced in simulation.
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The results from Stinson et al.’s [113] study demonstrated a negative impact of increased IVE
System (Camera) + IVE Content (Visual - Environment) realism on User Performance. The authors
investigated how anxiety triggers, the field of regard, and simulation fidelity would impact the
user’s performance (save percentage) and task satisfaction as a goalkeeper in a football free-kick
simulation. Simulation fidelity had two levels, low (only the field, net, kicker, and ball) and high
(the addition of other characters, large stadium with a crowd, more sounds, better animations),
which represented a more complex and closer experience to reality. The results indicated that the
save percentage in the lowest field of regard condition decreased with higher simulation fidelity.
Authors suggest that peripheral awareness can be helpful only if it is not too distracting. Therefore,
the higher peripheral vision allowed by the higher field of regard could increase the potential
for distraction in more complex audiovisual simulations (such as the one portrayed in the high
simulation fidelity condition). This distraction could have affected user’s performance. However,
we should note that it should be preferable to consider more-realistic environments for training,
even if users perform worse than less-realistic environments, because a more-realistic experience
is closer to real-life conditions. Users would then be better prepared to transfer that training into
the real world (where all the stressful and distractive factors such as crowd, teammates, opponents,
and others are present) [80, 86].

The last study that reported a negative effect of higher objective realism (IVE Content (Visual-
Avatar)) on User Performance was conducted by Kyriakou et al. [51]. The authors studied crowd
behavior realism, where the user task was to follow a child through the crowd. The conditions
differed in how the crowd reacted to the user, from ignoring it altogether, avoiding collisions, and
avoiding collisions while displaying basic social interactions. The results indicated that the more
realistic the crowd reaction, the less the user performance. Authors suggest that the increase of
realism of crowd led users also to behave more realistically. This is supported by the fact that when
virtual characters were trying to avoid collisions, participants also started to avoid collisions at a
higher rate. Furthermore, when virtual characters showed social interactions such as waving, users
were found to also wave back to them. This led us to suggest that, similarly to Mania et al.’s study
[67], low objective realism can be a way to “cheat.” By downplaying the realism of a situation to the
point where users do not need to follow social rules or obey physics, we are, in a way, decreasing
the difficulty of “real life.” However, we enforce that this is context-dependent, and higher objective
realism over lower might not always be better.

Finally, the last reported negative case comes from Jeffrey Bertrand et al.’s study [5], where a
negative effect of IVE System (Physics) was found on the Perceived Environment Realism. Authors
studied the effect of the presence and absence of gravity. The results indicated that higher realism
(gravity) condition resulted in an unexpected lower sensory fidelity factor score. They presented
two possible justifications: one centered on a limitation of the questionnaire and another on a
limitation of the experimental apparatus. The first one was due to questions that required the
ability to examine objects closely, which was easier when no gravity is at play, and objects can
float right in front of the users. The second was due to electromagnetic tracking controllers getting
out of the boundary and introducing jittering in the tracking. Both factors could have influenced
the results, causing a possible false negative (impact wise).

There seem to be some limitations regarding the equipment restrictions when trying to create
objectively realistic IVEs. To virtually replicate the real world, enormous computational power
and specialized equipment are often needed to provide users with faithful stimuli. Considering
that VR usually requires higher refresh rates to reduce cybersickness [55] while also generally
having higher resolutions than non-immersive setups, a higher load is sometimes put over the
rendering pipeline saturating the hardware processing capacity. However, this type of equipment
is not always possible to set up, and some researchers might opt to use available equipment to
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conduct experiences that may not be up to the task. The authors can catch up with these limitations
during the development phase and/or experimental phase. Still, sometimes they can pass unnoticed
(mainly in situations with less robust methodologies), influencing the results without the author’s
knowledge. There may also be situations where authors are just conducting experiments already
using cutting-edge technology and still encounter hardware/software limitations (depending on
the context of the applications and how well coded and optimized they are).

We suggest studying equipment limitations thoroughly. What are their boundaries? What hap-
pens if users/authors push them too far? How can the study methodology mitigate these limita-
tions? Is it worth it to push the equipment to its edge and risk biased results? Some of these points
could be carefully accounted for while developing the study. If possible, then pilot studies could
add an extra layer of testing. Users could behave in unexpected ways that could uncover hardware
restrictions (e.g., leaving the tracking area, erratic head movements displaying the limits of lower
refresh rates). There will always be boundaries in IVEs. Slater [105], in his introduction to PI and
PsI, also discussed this problem: The more participants probe the virtual system, the more signifi-
cant the change to break the PI. There seems to exist a tradeoff between giving participants freedom
to explore and behave like in reality and breaking the illusion of “being there” when system limi-
tations are met, or providing such a rich and detailed environment but with poorer performance.

4.5 Conclusions

This systematic review aimed at investigating, in an exploratory way, the terms and definitions
being used in the literature to define realism in IVEs (RQ1) and the impact of objective realism in
the user’s virtual experiences (RQ2).

RQ1 results led us to conclude that there are two mainly used terms: realism and fidelity. Overall,
we verified several authors confound use of realism-related terms, while some did not even pro-
vide a definition. Therefore, a table was created describing each term and its definition (if present)
(see supplementary material). We have proposed segmentation of realism into subjective and ob-
jective realism for the scope of this study. Objective realism defines how well a virtual experience
replicates the real world, determined by what the immersive system allows and how well we take
advantage of it. Subjective realism relates to how users perceived the virtual experience as being
real, whether the virtual experience depicts a scenario possible to happen in the real world or not.

RQ2 results indicated that objective realism had an overall positive impact and very low neg-
ative and mixed impacts. Realism had the highest positive impact on embodiment and less on
physiological responses. Only three dependent categories were negatively affected by objective
realism (although with very low occurrences count): physiological responses, user performance,
and perceived environment realism. The three less researched dependent categories (with equal or
less than 10 occurrences) were embodiment, virtual agents, and user behavior. We suggest further
research on these less-evaluated factors to increase the validity of the results further.

Regarding the Realism Factors, the least independently studied ones (with equal or less than
10 occurrences) were IVE System (Audio), IVE System (Physics), and IVE Content (Scent). There-
fore, we suggest further studies to verify the impact of such Realism Factors in IVEs, especially
the IVE Content (Scent), where no occurrences were found. A table was created denoting all the
results found for each document (see supplementary material).

Methodology or/and equipment limitations were found to be contributors to the negative im-
pacts registered. Examples of the first one were methodologies that facilitated the users’ perfor-
mance by simplifying the scene with less-objective realism or methodologies that promoted a
higher risk of simulator sickness. Hardware limitations contributed to an increase in motion sick-
ness symptoms. We consider the following points as the main takeaways from this study:
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• Many authors use their own definitions for the same terms, leading to possible misinterpre-
tations between studies. A taxonomy is a need in this regard.
• Lack of taxonomy to define Realism Factors and the resulting user experience in IVEs.
• The majority of studies have shown that objective realism on IVEs has a positive impact

on user experience, followed by a neutral impact and only specific negative, mixed, and
indefinite impact studies were recorded.
• Haptic stimuli are the most supported to improve the perceived environment realism.
• Gaps were found where some Realism Factors’ impact on specific parts of the user experience

is still left to be studied or needs more corroborating studies.
• Some Realism Factors impacting user experience in IVEs, such as scent and taste, are still to

be researched.
• The influence of some variables within Realism Factors is yet to be considered (e.g., IVE

Content (Audio) reverberation or audio occlusion).
• Objective realism negative impact on user experience was found to be related mainly to

methodological and technological limitations. Researchers should perform pilot studies to
anticipate possible unexpected user reactions probing the system limitations while also keep-
ing track of system performance.

5 LIMITATIONS AND FUTURE WORK

As with any study, this systematic review encountered some barriers. Some difficulties in the data
synthesis were already discussed in Section 4.2.

Regarding the realism and related terms definitions, no taxonomy was found, resulting in a con-
found use of terms by many authors. We proposed dividing realism into subjective and objective
realism for this study scope. However, a proper taxonomy should be created in future work, be-
cause the terms reviewed under RQ1 were under the inherent limitations of the selected papers for
RQ2. Because there was no proper taxonomy where Realism Factors and the resulting user expe-
rience could be based, we have created one for this study. However, such was not the focus of this
study, and the methodology to develop such taxonomy was not formal. In future work, a taxon-
omy for Realism Factors and resulting user experience in IVEs should be addressed. The category
involvement merged several different variables that, although all related to the user involvement
with the IVEs, could also fit in other new categories.

There is a limitation in the quality score field “document type,” as some conferences can have
higher-quality documents than some journals. This limitation is partially mitigated through the
other two quality scores (Methodology and Sample). If the paper is of high quality, then it will
still be considered high quality even if at a conference (1 point from conference plus 6 points from
methodology and sample). There was no checklist for methodology quality rating, because each
study is unique, and what works for a study may not work for another. Therefore, this metric
is prone to reviewer subjectiveness, which is partially mitigated by having two reviewers rating
their quality, and when there was no consensus, a third reviewer would help the final decision. The
paper quality assessment scores were meant to describe the overall quality of the sample and were
not taken into account in the realism impact scoring. This means that the result of a high-quality
paper would have the same weight as the result of a lower-quality paper.

This study allows a global overview of how different Realism Factors affect the virtual experi-
ence, but we cannot conclude how much, as effect sizes were not taken into account. It also presents
a substantial potential bias, as multiple studies of low statistical power can skew results. As future
work, a meta-analysis should be considered to perform a more deep and robust analysis of the
data. This study’s results and statements only refer to IVEs and should not be generalized out-
side this systematic review scope (non-immersive experiences) without further investigation. The

ACM Computing Surveys, Vol. 55, No. 6, Article 115. Publication date: December 2022.



115:30 G. Gonçalves et al.

“indeterminate” impact could not be properly discussed, as authors did not state which conditions
were better/worse.

Some studies changed more than one variable between conditions. When the variables were of
different Realism Factors, we could not conclude if the result was due to one of the Realism Factors
or cross-effects. This resulted in nine different combinations, and due to each one being supported
by only one study, we were not able to present proper conclusions about them.

Another limitation is the fact that we cannot directly compare studies results even if they eval-
uate the same Realism Factor, as the rest of the IVE objective realism is different in almost every
aspect.

Some authors did not compare the user behavior or physiological responses to a real-world
condition, which can present a limitation, as their baseline was done inside the IVE.

Publication bias and Hawthorne effect in the selected papers may have affected the results of this
systematic review. Some authors may omit certain results from their paper because they consider
it “undesirable,” which would influence the results of this article up to an extent.

We wanted to keep the immersive visual system consistent (discarding comparisons between
a given HMD to another or HMD to CAVE’s). This allowed us to organize the review better and
understand, using the same visual system, how several Realism Factors influence the user’s IVE.
However, in part, we also consider it a limitation, because a determined type of HMD, CAVE, or
Large Stereoscopic Screen characteristics could increase the IVE realism (e.g., higher resolution,
field of view, or better color representation).

Although the search was performed to include as many realism-related studies in the context of
IVEs, some might still be left out due to not matching the query keywords. For example, this could
happen when authors are testing a particular set of variables indirectly or directly related to the
IVE realism, but not mentioning it, as it was not within their scope. However, further increasing
the query coverage would result in an incredible number of documents to be analyzed.

Some variables could fit more than one factor/category. However, to keep the results and discus-
sion more straightforward to understand, the research team opted not to use a determinate variable
in more than one factor simultaneously. Instead, these ambiguous variables would be introduced
in the factor the research team recognized they would better fit for study context.
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