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Abstract. Imbalanced domains are an important problem that arises
in predictive tasks causing a loss in the performance of the most relevant
cases for the user. This problem has been intensively studied for classi-
fication problems. Recently it was recognized that imbalanced domains
occur in several other contexts and for a diversity of types of tasks. This
paper focus on imbalanced regression tasks. Resampling strategies are
among the most successful approaches to imbalanced domains. In this
work we propose variants of existing resampling strategies that are able
to take into account the information regarding the neighborhood of the
examples. Instead of performing sampling uniformly, our proposals bias
the strategies for reinforcing some regions of the data sets. In an extensive
set of experiments we provide evidence of the advantage of introducing
a neighborhood bias in the resampling strategies.

1 Introduction

The class imbalance problem is well known and has been thoroughly studied [7,
10]. This problem has important real world applications spanning from the med-
ical to the meteorological or financial domains, among many others. In this type
of predictive tasks, the goal of obtaining a model is hampered by the conjugation
of: i) the non-uniform preferences of the user; and ii) the poor representation on
the available data of the most important cases.

The study of the problem of imbalanced domains started with classification
tasks, and in particular with two class problems. The majority of solutions for
this problem is still concentrated in binary classification tasks. More recently, it
was shown that the problem of imbalanced domains also arises in several other
tasks, namely: regression, data streams or multi-target prediction tasks [3, 8].

In this paper, we address the problem of imbalanced domains in regression,
to which we will refer as the imbalanced regression problem. In a regression
context, the continuous nature of the target variable brings an extra level of
difficulty to the problem. Moreover, the definition of the more and less important
values of the target variable is not as straightforward as in a classification tasks.
We will refer to the less important cases in a data set as the normal cases,
while rare/interesting cases will be the most important. To address imbalanced
regression problems some proposals for pre-processing the given data set have
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been made (e.g. [17]). Still, as far as we know, no attempt was made for biasing
the new data set taking into consideration the neighborhood of the examples.

The main goal of this paper is to study the impact of introducing a bias both
in the generation of new synthetic cases and in the removal of cases considering
the type of nearest neighbors (normal or rare) of each case. This bias can be
introduced to either favor the “safer” and easier to learn cases (i.e., cases sur-
rounded by cases of the same type), or to reinforce the “frontier” or harder to
learn cases (i.e., cases whose nearest neighbors are mainly from a different type).

This paper is organized as follows. In Section 2 the problem definition is
presented. Section 3 provides an overview of the related work. Our proposals are
described in Section 4 and the results of an extensive experimental evaluation
are discussed in Section 5. Finally, Section 6 presents the main conclusions.

2 Problem Definition

The problem of imbalanced domains occurs in the context of predictive tasks,
where the goal is to obtain a model that approximates an unknown function
Y = f(x). To achieve this goal a training set D = {(x;,v;)}}*, with N examples
is used. When the target variable Y is continuous we face a regression task and
when it is nominal we have a classification task.

Imbalanced regression problems are a particular class of regression tasks. In
imbalanced regression the user preferences are not uniform across the target vari-
able domain, i.e., the user assigns more importance to the predictive performance
in some ranges of the target variable. Moreover, there is a poor representation
of the most relevant ranges in the available training set D. The conjunction of
these two factors is the key source of problems, because it causes a performance
degradation on the most important cases for the user. The learning algorithms
are not able to focus on the most important ranges of the target variable due to
the lack of examples in those ranges.

This setting is similar to the class imbalance problem where the most im-
portant class is under-represented in the given training set leading to a poor
performance in the important class. Typically, when dealing with a class im-
balance problem, the user simply states which is the important class without
specifically quantifying how much each class is important. This becomes more
complicated when dealing with multiclass imbalanced problems. In this case,
there can be several important and less important classes and their importance
may not be easy to define. The simple consideration of multiclass leads to an
increased difficulty when dealing with this problem. Therefore, tackling an im-
balanced regression problem implies an increased level of difficulty because the
target variable has a potentially infinite number of values.

To address the problem of defining the target variable important ranges the
notion of a relevance function was proposed by Torgo and Ribeiro [16] and
Ribeiro [12]. The relevance function, ¢ : ) — [0, 1], maps the target variable
domain into a scale of relevance, where 1 corresponds to the maximal relevance
and 0 to the minimum relevance. The task of defining this relevance can be hard
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in regression problems. Ideally, a domain expert should provide this informa-
tion. Although being the user responsibility to provide the relevance function,
Ribeiro [12] proposed an automatic way for obtaining this information. Function
¢(y) is estimated from the target variable domain distribution assuming that the
rare and most extreme cases are the most relevant to the user, which is typically
the case.

The relevance function values can be used to determine the sets of normal
and rare values. To achieve this the user is required to set a threshold tg on
the relevance values. Given this threshold we can formally define the set of rare
and relevant cases, Dg, and the set of normal and uninteresting cases, Dy, as
follows: D = {(x,y) € D: ¢(y) > tr} and Dy = {{x,y) € D: ¢(y) < tr}.

Let us consider, for instance, a regression problem where the target variable
values represent the values of a sensor in a given machine. When the sensor
indicates the most common value, typically there is not problem. However, when
the sensor indicates extremely high or low values, then this can represent, for
instance, a malfunction in the machine. These extreme values will be the most
relevant for the user. Still, these values are usually under-represented in the data
set because a normal functioning machine is expected for most of the time.

To handle imbalanced domaius, it is required to take into account: i) the per-
formance evaluation issue; and ii) the problem of biasing the learning algorithms
towards the user preferences. Regarding the first issue, it has been shown that
standard metrics are not suitable for this type of problems [12, 3]. Therefore, new
metrics were proposed for dealing with imbalanced domains in classification and
also in regression, although fewer exist for the latter. A framework for obtaining
precision and recall for imbalanced regression tasks was proposed in [14] and
[12]. This framework is able to capture the key features of precision and recall
measures defined for classification as well as the notion of numeric error needed
in regression. In this paper we use the Fi-measure (FY) proposed in [1] that is
based on the mentioned framework [14, 12]. The contributions in this paper con-
cern the second issue of biasing the learners towards the important rare cases.
We explore the introduction of a bias linked with the cases neighborhood on
existing pre-processing strategies for regression. This bias can be put forward in
several different ways that we also study.

3 Related Work

As we have mentioned, most of the existing work regarding imbalanced domains
is concentrated on binary classification tasks. More recently, solutions for this
problem in other tasks began to appear. Pre-processing solutions are among the
most commonly used because they act by changing the original data distribution,
and therefore allow the use of any standard learning algorithm. Pre-processing
methods for dealing with imbalanced domains mainly range between removing
normal cases, including replicas of the rare cases, or generating new synthetic
examples. These methods are efficient because they change the target variable
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distribution so that the learners focus on the rare and important examples.
However, how this change should be carried out, is still an open research question.

The number of pre-processing strategies that has been proposed for classi-
fication tasks is extensive [3]. Still, for dealing with imbalanced regression only
two pre-processing methods were proposed: random under-sampling [17, 15] and
smoteR [17]. These methods were initially proposed for dealing with class im-
balance and were later adapted to a regression context. Random under-sampling
is a simple method that changes the target variable distribution by randomly
removing normal cases, i.e., cases with the less important target variable values.
This way a better balance is achieved between rare (important) and normal (un-
interesting) cases. A relevance function and a threshold are used to determine
Dpg and Dpy. The method also requires setting a parameter that represents the
reduction to be carried out in the normal cases. An adaption of the well-known
SMOTE [4] algorithm was proposed for regression with the name of SMOTER [17].
This proposal combines the application of random under-sampling in the nor-
mal cases with the generation of new synthetic “smoted” examples from the rare
cases. This method also depends on the definition of a relevance function for set-
ting the rare and normal cases. The synthetic examples are generated through
an interpolation strategy. The key idea is to build a new synthetic example by
interpolating the features of two rare cases. The target variable value of the new
case is determined as a weighted average of the target variable values of the two
rare cases used. All rare cases are used in turn as seed examples. The user is also
required to define the percentage of over and under-sampling to be carried out?.

The most closely related proposal regarding the introduction of a bias in the
generation of synthetic examples that takes into account each example neighbor-
hood is the Adaptive Synthetic (ADASYN) method [6]. ADASYN was proposed
for dealing with imbalanced classification. The key idea of this method is to use
a density distribution for deciding the number of synthetic examples to generate
for each original rare class case. A bias is introduced on the generation of new
synthetic examples that favors the examples from the minority and important
class cases that are closer to the decision border. With ADASYN, more synthetic
examples are generated for the rare class cases that are harder to learn (i.e. with
a larger number of neighbors from the normal class), while fewer new cases are
generated for the easier examples.

4 Biasing Pre-processing Strategies

In this section we will describe our proposals regarding the introduction of a
bias in resampling strategies for regression by considering the examples neigh-
borhood. We propose two methods: one for adapting under-sampling and another
for adapting an over-sampling strategy. These methods consider the neighbor-
hood of each example for allowing the introduction of a bias on the resampling
strategies. The methods proposed were tested on adaptations of two previously

3 Further details regarding SmoteR algorithm can be obtained in [17].
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proposed strategies: random under-sampling and SMOTER. As mentioned be-
fore, random under-sampling approach simply removes normal and uninteresting
cases while SMOTER strategy combines under-sampling of normal cases with the
generation of new synthetic rare cases. These strategies either uniformly select
normal cases to be removed or generate new cases using uniformly each rare
case. Our proposals for biasing under- and over-sampling allow to bias these
strategies using the information of each case neighborhood.

The key idea of resampling with neighborhood bias is to inspect the exam-
ples nearest neighbors distribution in order to decide which normal cases should
be removed with higher probability or which rare cases should be used more
frequently as seed examples in the generation of new cases. We highlight that
when applying an under-sampling strategy we are only interested in removing
normal cases (i.e., examples in Dy ), while for over-sampling we are only con-
cerned with increasing the rare cases (i.e., examples that belong to Dg). Our
proposals will bias the resampling strategies to achieve a non-uniform sampling
that takes into consideration the distribution of the examples neighbors.

Let us begin with the definition of frontier and safe cases. An example
ex; = (x;,y;) € Dr (Dn) is as closer to the frontier as higher is the number
of its k-nearest neighbors (kNN) that belong to Dy (Dg). An example ex; =
(xi,¥i) € Dr (Dy) is as safe as higher is the number of its kNN that belong
to Dr (D). This means that a rare case (belonging to Dg) having all its kNN
belonging to Dy is as close as possible to the frontier. In this situation, the rare
case is completely surrounded by cases from a different type (normal) and can
be thought as an harder to learn case. On the other hand, a rare case is as safe
as possible when all its KNN are also rare. This case can also be thought as an
easy to learn case. We highlight that these notions apply in a similar way to
both rare and normal cases. For introducing a bias in either under-sampling or
over-sampling strategies the following two main variants may be considered: i)
reinforce the frontier, or harder to learn cases; and/or ii) reinforce the safe
or easier to learn cases. Both variants can be applied on the normal and on the
rare cases, that is, we can reinforce the frontier cases either on the normal or the
rare cases, and the same applies for reinforcing the safe cases.

When performing over-sampling, the variant that reinforces the frontier gen-
erates more synthetic examples for the cases having a larger number of normal
nearest neighbors. On the other hand, when applying under-sampling to the
normal cases, the frontier is reinforced when the examples with more rare neigh-
bors are more likely to be kept. In both situations, the bias will favor the cases
closer to the frontier. The key idea for reinforcing the safe cases is to bias the
resampling in favor of these cases. When applying over-sampling, more synthetic
cases should be generated for the examples with higher number of rare nearest
neighbors. On the other hand, the application of under-sampling for reinforcing
the safe cases assumes that normal cases having more rare neighbors should be
more likely to be removed. Table 1 summarizes the application of variants de-
scribed on the two unbiased resampling strategies used in this paper: random
under-sampling and SMOTER..
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Table 1. Summary of the resampling variants with neighborhood bias.

Acronym Strat Normal Rare | Acronym Strat Normal Rare
S._._ SmoteR - - U..._ Undersamp. - -
S.F.F SmoteR  frontier frontier | U.F._ Undersamp. frontier -
S.F.S SmoteR  frontier safe U.S.. Undersamp. safe -
S.S.F SmoteR safe  frontier

S.S.S SmoteR safe safe

Algorithm 1: Under-sampling with neighborhood bias.

Input: D - original regression data set
Binpn - subset of D with normal cases
tgt N1 - target number of examples to obtain in the new data set
k - nr of k nearest neighbors
Fr - logical value indicating if the reinforcement is applied to the
frontier (TRUE) or safe (FALSE) cases
Output: newD - a new under-sampled data set
KNNs <+ kENN(Binn,D,k) // k-NN in set D of examples in Biny
r < vector of dimension |Biny|
foreach z; € Biny do
if Fr = TRUFE then
| A; + nr of KNNs of z; that belong to Binn
else
| A; < nr of KNNs of x; that do not belong to Binn
e/ I
newD < sample tgt Nr examples from Biny with probability 7
return newD

Algorithms 1 and 2 show with more detail how our proposed variants for
biasing the resampling strategies are obtained. We highlight that Algorithm 1
uses as input Biny: a subset of Dy with a given range of normal cases. This
happens because it only makes sense to apply an under-sampling strategy to
the normal cases. The same reasoning applies to the over-sampling strategy
which we expect to be applied on rare cases. Therefore, in Algorithm 2 a subset
Bing C Dgr with a given range of rare cases is considered. Both Algorithms
may be applied to one or more subsets of normal (Biny) or rare (Bing) cases.
This can occur for instance on the rare cases when the user defines two relevant
and distinct regions of the target variable values. In this case, the rare cases
in D belong to two distinct bins, for instance, the cases with extreme low
and high target variable values. When this occurs, the under-/over-sampling
strategies should be applied in each bin separately. Algorithm 1 returns a data
set newD with an under-sampled with neighborhood bias Biny. Algorithm 2
returns a data set newD with a new set of examples obtained from Bing with
a neighborhood bias through a user provided over-sampling function GenFEx.
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Algorithm 2: Over-sampling with neighborhood bias.

Input: D - original regression data set
Bing - subset of D with rare cases
tgt Nr - number of new examples to generate in the new data set
k - nr of k nearest neighbors
Fr - logical value indicating if the reinforcement is applied to the
frontier (TRUE) or safe (FALSE) cases
GenFEx - function for obtaining the new examples
Output: newD - a data set containing the new examples
KNNs <+ kENN(Bing,D,k) // k-NN in set D of examples in Bing
r < vector of dimension |Bing|
foreach z; € Bingr do

if Fr = TRUFE then
| A; + nr of KNNs of z; that do not belong to Bing

else
| A; < nr of KNNs of z; that belong to Bing

P/ 2R
for i =1 to |Bing| do
L gi < 721 X tgtN?“
newD < use GenFEx function to generate g; new examples for each x;.
return newD

We highlight that the decision of either reinforcing the frontier or the safe
cases may not be trivial. In fact, the better option can be data dependent and
several reasons may be pointed out for and against the two options. For instance,
if we consider a data set having high levels of noisy examples, then, it is probably
better to generate new rare examples based on the existing safe rare cases.
However, if we have a data set with few noisy examples, then, the use of the
frontier cases for obtaining new cases can be beneficial.

5 Experimental Evaluation

The main goal of our experiments is to assess the effectiveness of introducing a
bias on the pre-processing strategies. We have selected 18 regression data sets
from different domains whose main characteristics are described in Table 2. For
each of these data sets we have obtained a relevance function through the au-
tomatic method proposed in [12]. This method assigns higher relevance to high
and low extreme values of the target variable using the quartiles and the inter-
quartile range of the target variable distribution*. We considered a threshold
of 0.8 on the relevance values in all data sets. To ensure the reproducibility of
our results, all code, data sets used and main results are available in https:
//github.com/paobranco/NeighborhoodBiasResamplingRegression. All ex-
periments were carried out in the R environment and we selected the three

* Further details available in [12].
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Table 2. Data sets information by descending order of rare cases percentage. (IN: nr of
cases; tpred: nr predictors; p.nom: nr nominal predictors; p.num: nr numeric predictors;
nRare: nr. cases with ¢(y) > 0.8; %Rare: nRare/N).

Data Set N tpred p.nom p.num nRare % Rare | Data Set N tpred p.nom p.num nRare % Rare
Servo 167 4 2 2 34 0.204 | a2 198 11 3 8 22 0.111
a6 198 11 3 8 33 0.167 | fuelCons 1764 38 12 26 164 0.093
Abalone 4177 8 1 7 679 0.163 availPwr 1802 16 7 9 157  0.087
machCpu 209 6 0 6 34 0.163 | cpuSm 8192 13 0 13 713  0.087
a3 198 11 3 8 32  0.162 | maxTorq 1802 33 13 20 129 0.072
a4 198 11 3 8 31 0.157 | bank8FM 4499 9 0 9 288 0.064
al 198 11 3 8 28 0.141 | ConcrStr 1030 8 0 8 55  0.053
a7 198 11 3 8 27 0.136 | Accel 1732 15 3 12 89 0.051
boston 506 13 0 13 65 0.128 | airfoild 1503 5 0 5 62 0.041

Table 3. Regression algorithms, parameter variants, and respective R packages used.

Learner Parameter Variants R package
MARS nk = {10,17}, degree = {1, 2}, thresh = {0.01,0.001} earth [11]
SVM cost = {10, 150, 300}, gamma = {0.01, 0.001} el071 [5]
RF mtry = {5, 7}, ntree = {500, 750, 1500} randomForest [9]

following types of learning algorithms: Multivariate Adaptive Regression Splines
(MARS), Support Vector Machines (SVM) and Random Forests (RF). The learn-
ing algorithms, respective R packages and the used parameter variants are dis-
played in Table 3. We applied each of the 20 learning approaches (8 MARS + 6
SVM + 6 RF) to each of the 18 regression data sets using 9 resampling strategies.
Thus 3240 (20 x 18 x 9) combinations were tested. All the resampling strategies
were applied with the goal of balancing the rare and normal cases in the data
sets. The 9 resampling strategies applied were as follows: i) use the original data
set without any pre-processing (“none”); ii) apply the original SMOTER method
without any bias; iii) apply the original random under-sampling method; iv) ap-
ply 4 variants of neighborhood bias with SMOTER; v) apply two variants of
neighborhood bias with under-sampling. Table 1 describes the resampling vari-
ants and acronyms used.

All the alternatives described were evaluated using the F measure for re-
gression referred in Section 2. We used 8 = 1, which means that the same impor-
tance is given to both precision and recall scores. The F1¢ values were estimated
through a 2 x 10 - fold cross validation process and the statistical significance of
the observed paired differences was measured using the non-parametric Wilcoxon
paired test. The experiments were carried out using the following R packages:
performanceEstimation [13] for the experimental infra-structure; uba® for the
relevance function and F{z’ metric; and UBL [2] for the implementation of the
random under-sampling and SMOTER resampling strategies.

We summarize the main results in Figures 1 and 2. We provide the de-
tailed results, as well as all the code and data sets used in https://github.
com/paobranco/NeighborhoodBiasResamplingRegression. Figure 1 shows the
number of best median Ff) scores across all strategies by learner type in all data
sets tested, i.e., it counts the number of times each strategy (aggregated by none,

5 Available at http://www.dcc.fc.up.pt/~rpribeiro/uba/.
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Fig. 1. Number of data sets with best median Fld’ scores by learner and strategy type
(S: SmoteR~based; U: undersampling-based).
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Fig. 2. Number of best median Ffs scores inside each type of resampling strategy.

original or with neighborhood bias) has the best overall Fld’ score in each data
set. Figure 2 shows the number of best median Ff5 scores observed when taking
into account only the scores inside each type of resampling strategy, i.e., for each
strategy type we counted the number of times that each variant displayed the
best score, considering only the scores obtained on those strategies.

The results presented show that there is an advantage on considering the new
biased resampling strategies using the examples neighborhood. However, it is not
straightforward which variant should be selected for each data set. This means
that the resampling strategies with a neighborhood bias show an improved gain
in F, 1¢ when compared to the original resampling strategies. Still, we are not able
to identify which is the biased strategy that has the best overall results on the
18 considered data sets. The scores obtained, although generally better with the
introduction of bias in the resampling strategies, seem to be domain dependent
in what concerns the reinforcement of the frontier or the safe cases.

Figure 3 show the total number of Ff5 wins and losses (and significant
wins/losses) for each resampling strategy against the baseline of using the orig-
inal data set. The results were obtained with the Wilcoxon Signed Rank test
for each data set with a significance level of 95%. Darker bars indicate signif-
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icant wins/losses while lighter bars represent wins/losses without significance.
These figures confirm that there is an advantage on considering the biased resam-
pling strategies on imbalanced regression tasks. However, the results obtained
are clearly dependent of the used learning algorithm. This is evident when com-
paring the results of Random Forest learner against the remaining learners.

We also compared the wins/losses of our proposed biased resampling strate-
gies against the original resampling strategies. Figures 4 and 5 show the wins and
losses of Ff’ score of the neighborhood biased alternatives against respectively
the SMOTER and random under-sampling strategies as baseline. The results of
the comparison of the biased strategies against the SMOTER as baseline are not
conclusive. Still, the S.F.S strategy that reinforces the safe rare cases and the
frontier of the normal cases stands out. However, for the RF and MARS learners
the original SMOTER strategy presents globally more wins. In the comparison
against random under-sampling as baseline, the strategy that reinforces the fron-
tier cases has more wins and significantly for all learners. This confirms that this
biased strategy is preferable to the random under-sampling strategy.

s._._ 85 5  s_._ 73 35
SFF 87 57 SFF 78 30
SSF 84 60 ssF 73 35
SFS 87 57 SFS 75 33
S.S.S 88 56 | sss 73 35
u__ 81 63 U_._ 64 a4
UF_ 87 57 UF_ 64 44
us._ 83 61| us_ 66 22
59

S 49 s_._ 217 143
SFF 57 51 SFF 222 138
S.SF 42 66 SSF 199 161
SFS 56 52 SFs 218 142
s.s.s 46 62 sss 207 153
U 45 63 U__ 190 170
UF_ 36 72 | ur_ 187 173
us._ 34 74 us._ 183 177

Fig. 3. Wins (left) and losses (right) of each learner (top left: MARS, top right: SVM,
bottom left: RF and bottom right: Total) against using the original data set.

6 Conclusions

In this paper we studied the introduction of a neighborhood bias on resampling
strategies for dealing with the problem of imbalanced domains in regression
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SEF 67 77| SEF 51 57
SSF 68 76 | ssF 44 64
SFES 66 78| sFs 67 41

555 66 78| sss 46 62
SFF 53 55 SEF 171 189
SSF 48 60 SSF 160 200
SFS 52 56 SFS 185 175
sss 47 61| sss 159 201

Fig. 4. Wins (left) and losses (right) of each learner (top left: MARS, top right: SVM,
bottom left: RF and bottom right: Total) against the SMOTER strategy.

Fig. 5. Wins (left) and losses (right) of each learner (top left: MARS, top right: SVM,
bottom left: RF and bottom right: Total) against the random under-sampling strategy.

tasks. The goal of introducing a bias in the pre-processing strategies is to avoid
an uniform under-/over-sampling reinforcing some regions of the data sets at the
expense of other regions. We use the information on the examples neighborhood
to bias the resampling strategies towards the safe and/or frontier regions.

We show that there is a clear advantage when considering resampling strate-
gies with a neighborhood bias. Moreover, the new strategies can easily be ex-
tended to other resampling strategies. The key contributions of this paper are: i)
the proposal of new resampling strategies that take into account the information
on the examples neighborhood; ii) test and compare our proposals against the
baseline of not applying resampling and the original unbiased strategy.

As future work we plan to extend these approaches to imbalanced classifica-
tion tasks, comparing the impact of reinforcing the safe/frontier cases in different
data sets.
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