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Abstract—With the increasing importance of software in the aerospace field, as evidenced by its growing size and complexity, a rigorous and reliable software verification and validation process must be applied to ensure conformance with the strict requirements of this software. Although important, traditional validation activities such as testing and simulation can only provide a partial verification of behavior in critical real-time software systems, and thus, formal verification is an alternative to complement these activities. Two useful formal software verification approaches are deductive verification and abstract interpretation, which analyze programs statically to identify defects. This paper explores abstract interpretation and deductive verification by employing Frama-C’s value analysis and Jessie plug-ins to verify embedded aerospace control software. The results indicate that both approaches can be employed in a software verification process to make software more reliable.
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I. INTRODUCTION

FAILURES in safety critical real-time systems may cause injury, environmental damage, high financial losses, or even loss of life. As part of these systems, software has increasingly assumed important tasks. Surveys indicate that software in space systems has experienced an accelerated growth rate in recent decades [1] and that software has been involved in space software accidents [2]. The importance of software in a critical system failure can be demonstrated by the damage caused by the Ariane 5 launcher software. In June 1996, the first Ariane 5 flight ended in failure, resulting in self-destruction [3]. The complete loss of guidance and attitude information due to errors in the specification and design of the inertial reference software system was responsible for this failure. Specifically, the problem was a numerical error (overflow) in a floating-point number conversion. Other examples include the loss of the Mars Climate Orbiter in 1999 [4], the destruction of the Mars Polar Lander in the landing phase [5], and the loss of contact with SOHO (Solar Heliospheric Observatory) in 1998 [6]. Embedded software, such as that employed in space systems, is considerably more complex than IT, application, or desktop software due to the real-time and interface constraints [1]. Consequently, program correctness is a challenge in this area.

Currently, the general approach to check program correctness is through testing and simulation in a software verification and validation (V&V) process. Despite its importance, software testing is not yet a definitive solution for achieving predictability in real-time systems [7]. To complement these activities, aerospace standards recommend the use of formal methods [8], [9]. Formal software verification is an instance of applying a formal method during the development of software. Deductive verification, software model checking, and formal static analysis are some of the approaches that can be applied in formal software verification, particularly to prove program correctness at the implementation level.

Software model checking and formal static analysis based on abstract interpretation are attractive options because they do not require much effort from the user. However, problems such as state explosion and the generation of false alarms may occur. In contrast, deductive verification requires more user interaction to write the function contracts, but it has the advantage of not causing too many false alarms and termination issues [9]. Software model checking verifies arbitrary assertions; however, its abstraction techniques have not reached the same level of development as formal static analysis based on abstract interpretation. An alternative is to employ bounded model checking, but in this case, the analysis is only a partial set of program executions with a limited length [10].

This paper investigates the role of formal software verification in a V&V process with the goal of complementing the testing and simulation activities. We used formal static analysis based on abstract interpretation [11] and deductive verification [12]. The proposed approach applies these two mathematical formalisms to verify an embedded aerospace control software using the Framework for Modular Analysis of C (Frama-C) static analyzer [13]. The objective of this work is to obtain useful insights into the difficulties associated with applying this approach and to be able to analyze its practical feasibility as a formal activity in a software verification process.

The main contributions of this paper are as follows: 1) to disseminate our experience in applying the proposed approach not only to the scientific community but also to software engineering teams interested in verifying their software and 2) to discuss a case study from a real project in the aerospace field.
The remainder of this paper is organized as follows. Section II describes the verification approach, including the tools and equipment used. Section III presents the related works. Section IV describes the case study and reports the practical experiments. Section V presents a discussion of the obtained results. Finally, Section VI presents the conclusion, contributions, and future work.

II. FORMAL VERIFICATION OF CRITICAL SOFTWARE WITH THE FRAMA-C STATIC ANALYZER

We begin this section with an introduction to the Frama-C static analyzer, which is the tool on which our approach is based. We then describe the approach itself.

A. Tools and Equipment

Frama-C is an open-source platform dedicated to the static analysis of source code written in the C programming language, ISO C99 standard [14]. Despite the wide variety of uses for Frama-C, this work focuses on static analysis and deductive formal verification of critical software using the tool’s value analysis and Jessie plug-ins.

The value analysis plug-in aims to statically analyze the code, computing variation domains for the program variables [13]. Additionally, this plug-in has the ability to detect errors that occur at run time and/or demonstrate their absence. It can be employed in the following tasks: familiarization with foreign code, automatic document production, bug detection, and guaranteeing the absence of bugs [15]. This plug-in implements a forward dataflow analysis based on the principles of abstract interpretation [13]. The plug-in performs a symbolic execution of the program, translating all operations into abstract semantics. Termination of looping constructs is ensured by widening operations [16]. For function calls, the plug-in performs a recursive inlining of the function, which ensures that the analysis is fully context sensitive [13]. To assist in the implementation of the analysis process, Frama-C provides libraries with predefined functions that can emulate the functions of the standard C language libraries, simulate input parameters required for the plug-in, and enable printing of results during an analysis. The plug-in offers treatments related to loops, functions, conditional clauses (if-then-else), and disjoint intervals.

The Jessie plug-in allows users to perform deductive verification of C programs with annotations in the ANSI C Specification Language (ACSL) [13]. The deductive verification technique implemented in the Jessie plug-in automatically generates first-order logic proof obligations called verification conditions (VCs) using techniques such as Dijkstra’s weakest precondition calculus and Hoare logic [12]. The generated formulas should then be shown to be valid, for instance, using an automated theorem prover (ATP). This calculus is used to convert C source code into an intermediate language by the Why platform [17] combined with the ACSL annotations [18]. In this work, we employed the ATPs Alt-Ergo [19], Simplify [20], CVC3 [21], Z3 [22], and Gappa [23]. The Jessie plug-in has some operating limitations: union types have limited support; casts between integers and pointers, as well as aliasing, require attention. The latest version of Frama-C provides two plug-ins for deductive verification: Jessie and WP. Generally, to execute deductive verification of C programs, there is a difficulty associated with the use of a memory model with the appropriate degree of accuracy. The Jessie plug-in works well with memory models that do not consider low-level properties. At the time when this work was conducted, the WP plug-in was still considered unstable, despite its ability to work with several memory models. Therefore, the Jessie plug-in was chosen to perform the deductive verification because of its stability.

To conduct the formal software verification through abstract interpretation and deductive verification, we used the Frama-C Neon-20140301 release on a 2.9 GHz notebook with 8 GB of memory and 1 TB hard disk with the Yosemite operating system. To plot the graphs, we used a 2.20 GHz notebook with 2 GB of memory and a 130 GB hard disk with the Windows XP operating system.

B. Proposed Approach

The proposed approach employed two mathematical formalisms to perform the formal software verification based on the following steps:

1) use of formal static analysis by abstract interpretation based on a set of activities discussed in this work;
2) use of formal software verification by deductive verification based on a set of activities discussed in this work;
3) evaluation of the applicability of the proposed approach.

A case study based on embedded software in an aerospace vehicle demonstrated the applicability of the approach. Because the data of the selected case study are classified, this work only presents a limited subset of the results.

We will now present details of the first two steps; the third step will be discussed in Section IV.

1) Formal Software Verification by Abstract Interpretation: An overview of the static analysis application based on abstraction using Frama-C’s value analysis plug-in is shown in Fig. 1. Because the case study is critical real-time software that is responsible for acquiring data from sensors, processing such data, and controlling actuators, the proposed approach considered specific features, for example, functions for acquiring sensor data.

The approach began with preparing the application context, i.e., identifying the information required to perform the static analysis of the application. The software documentation could
help in defining the application context. The approach defined two scenarios for performing the analysis: Scenario 1 and Scenario 2.

In Scenario 1, the plug-in was used for its primary purpose: to provide ranges of output values according to ranges of input values given by the user, as opposed to what a test-generation tool would typically do [15]. Test-generation tools work with a limited subset of test cases, whereas the plug-in works with a wider domain. This scenario is the most commonly employed by the users. The scenario context was based on non-deterministic input values for the application sensors. This means that the input values lied between the maximum and minimum limits of operation, obtained from a technical specification for the application.

In Scenario 2, the plug-in operated as a C interpreter, and the computed results were compared with the results produced by a compiled program [24]. A very useful characteristic of Frama-C’s value analysis plug-in is that it can be used as an interpreter for C programs when a specific input data set is known in advance [25]. It suffices to run a sufficiently deep analysis: it will be completely deterministic and no false alarms will be generated, while undefined behaviors (not detectable by testing) will still be detected. In this scenario, the input values for the application sensors were obtained from the simulation results of the case study. The sensor values were deterministic, i.e., a specific value from the sensor was considered for each instant, and thus, Frama-C performed as a simulation tool.

The verification results included the variation domain for the application variables. The set inferred for the possible values of a variable allowed us to check whether the behavior of the implemented application was correct. In addition, alarms can be generated indicating possible run-time errors, such as occurrences of divisions by zero, invalid pointer access, overflow in signed arithmetic, and invalid function pointer access [15]. The results were recorded to an ASCII file for later analysis. Graphs and tables were used to facilitate the visualization and analysis of the data. In both scenarios, output data from previous simulations and/or analysis by system experts were used to check the correctness of the graphs and tables.

To detail the proposed approach, we constructed the activity diagram presented in Fig. 2. This approach is more than just executing a tool; it is a set of activities elaborated and organized in a systematic manner to perform the formal software verification. As shown in the diagram, we grouped the activities into two main phases: context definition and implementation and refinement.

The first phase consisted of preparing the application context for the case study through some definitions. It was necessary to select an entry point function for the analysis, identify the input data required to run the analysis, and choose the output data to be evaluated. The software documentation could support this task. Input data from sensors were provided in two ways: deterministic and non-deterministic.

The second phase encompassed the implementation and refinement of the analysis. The software functions to be analyzed were added incrementally. For each inserted function, inclusion treatment of the libraries, detection of the missing functions, handling alarms, and analysis of the variation domain were performed. This phase was an iterative and interactive process because the analysis required user intervention and was performed repeatedly until the intended result could be obtained. The user could adjust the accuracy of the analysis through the plug-in parameters taking into account the trade-off between efficiency and accuracy.

Inclusion treatment of the libraries was performed because Frama-C’s value analysis plug-in does not support certain external libraries, such as those related to the real-time operating system (RTOS). Furthermore, the plug-in only partially supports the mathematics library. Therefore, because keeping these libraries in the code implies a dependency chain that could not be provided, we decided to remove all include directives from the source code and then reinsert them incrementally according to the compiler error messages. Additionally, it was possible to detect unnecessary libraries.

Treatment of missing functions was related to the type of application submitted to the static analysis. For critical aerospace source code, missing functions could be categorized in the following types: hardware input/output (I/O), RTOS, mathematics, and other functions of the application itself. Table I shows the respective solutions to be provided to each function type.

At this point of the activities, the user was expected to evaluate and treat alarms. After this treatment, the variation domain for the variables needed to be evaluated, and the analysis continued until valid values for the observed magnitudes were obtained.

2) Formal Software Verification by Deductive Verification: An overview of deductive verification using Frama-C’s Jessie plug-in is shown in Fig. 3. The approach began with a behavioral
TABLE I
MISSING FUNCTION CLASSIFICATION

<table>
<thead>
<tr>
<th>Function type</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input hardware</td>
<td>Parameterizing the analysis by adding value intervals through tool functions</td>
</tr>
<tr>
<td>Output hardware</td>
<td>Observing intermediate results using the tool functions</td>
</tr>
<tr>
<td>RTOS</td>
<td>Providing an approximate implementation of the behavior</td>
</tr>
<tr>
<td>Mathematics</td>
<td>Providing an approximate implementation of the function and/or use the tool functions</td>
</tr>
<tr>
<td>Application</td>
<td>Code available</td>
</tr>
</tbody>
</table>

specification of source code to be checked, which consisted of a safety and functional specification.

In this work, we used a safety specification to check for vulnerabilities in the source code. To identify possible source code vulnerabilities, we conducted a preliminary verification, and its results guided the safety specification writing, i.e., the code annotations. This safety check was associated with the following components [26]:

- memory safety deals with the validity of memory accesses to allocated memory;
- integer safety deals with the absence of integer overflow and the validity of operations with integers, such as absence of division by zero;
- floating-point safety deals with the absence of floating-point overflow;
- termination checks whether loops are always terminating, as well as recursive or mutually recursive functions.

The functional specification was directly related to the functional software requirements that could be obtained from the software documentation. In this approach, the main concept of functional verification was to prove the functions' postconditions when called in situations described by their preconditions.

Performing deductive verification produced proof obligations that shall (or not) be shown to be valid by ATPs. Ideally, all the proof obligations are shown to be valid. We investigated the proof obligations not shown to be valid to determine whether this is due to an application error or a tool limitation. The result of this investigation could guide the future use of the approach in actual software applications. The number of proof obligations checked, resulting in a total or partial proof of the source code, can be summarized in tables. The final result is a behavioral specification that is completely or partially proven.

To detail the proposed approach, we constructed the activity diagram presented in Fig. 4, which was performed for each function to be verified. Similar to verification by abstract interpretation, this approach consists of a set of activities elaborated and organized in a systematic manner to perform the verification by deductive verification.

The first activity was to prepare the context for checking the function and determining which library and application functions were required to perform this check. To aid this activity, we used Frama-C’s Metrics plug-in. The use of this plug-in allowed for the automatic computation of various measures in the source code [27]. The syntactic metric used was the list of undefined functions.

The next four activities were related to the verification of source code safety checking: memory safety, integer safety, termination, and floating-point safety. In these activities, pragmas (clauses inserted in the source code to parameterize the type of safety check to be performed) permitted specific problems to be verified by steps. The pragmas employed in the safety check were \#pragma JessieIntegerModel(math), \#pragma JessieFloatModel(math), and \#pragma JessieTerminationPolicy(user).

The final activity was the functional verification. As previously mentioned, the first annotation inserted was the function's
postcondition, extracted from the software documentation. The postcondition must be satisfied in situations or initial states satisfying the precondition. It is generally necessary to insert loop invariant annotations, assertions, and preconditions to prove the postcondition. The input/output parameters must be previously understood to identify the postcondition. The software documentation and Frama-C’s Inout plug-in could help in this task.

The main result of these activities was the behavioral specification that is associated with the number of proof obligations checked, which characterize it as partial or total.

III. RELATED WORKS

The European Cooperation for Space Standardization standard ECSS-E-ST-40C on Space engineering Software (2009) contemplates a software verification process:

*The software verification process is intended to confirm that adequate specifications and inputs exist for every activity and that the outputs of the activities are correct and consistent with the specifications and inputs.*

This process is concurrent with all the previous processes.

The process consists of a significant number of activities, including the following:

1. Verification of requirements baseline;
2. Verification of the technical specification;
3. Verification of the software architectural design;
4. Verification of the software detailed design;
5. Verification of code;
6. Verification of software unit testing (plan and results);
7. Schedulability analysis for real-time software.

Although the type of verification advocated in the standard is primarily based on testing, the use of formal tools is also contemplated. In particular, the standard recognizes that testing is not sufficient for verifying particularly difficult properties, e.g.:

*The supplier shall verify source code robustness (e.g., resource sharing, division by zero, pointers, run-time errors).*

*AIM: use static analysis for the errors that are difficult to detect at run-time.*

Other aspects of the verification are so demanding at the higher certification levels that the use of formal tools may be advisable. For instance, for coverage analysis, several published studies exist that show that the use of software model checking tools may be very helpful for increasing the productivity of this very demanding activity; see, for instance, [28]–[30].

Currently, there are a number of published works that show the application of formal methods in the verification of critical software in diverse domains. In particular, techniques based on abstract interpretation and deductive verification (which are used in the present paper) have now reached an industrial maturity level that allows them to be employed in addition to methods for partial exploration by classic testing. They have indeed been successfully applied in industrial projects in different domains. We will now consider examples from each of these domains.

Wiel et al. [31] provide an overview of Onera’s research in applying formal verification at model and code levels in the context of aerospace software. The research explores the specifics of applying formal methods to aerospace, model-driven engineering at the platform level, cooperation of analysis techniques, and test automation using formal methods.

In the avionics domain, companies such as Dassault-Aviation and Airbus have successfully applied formal verification early on as a cost-effective alternative to testing [9]. They follow the supplement on formal methods called DO-333, part of the DO178C standard. Airbus verifies functional properties through “unit proof” (the term “unit proof” echoes the name of the classical technique it replaces: unit testing). This activity has replaced some of the testing activities at Airbus for parts of critical embedded software on the A400M military aircraft and the A380 and A350 commercial aircraft. Dassault-Aviation has used formal verification techniques experimentally to replace integration robustness testing. The source code is automatically generated from a graphical model. The model contains a set of assertions that are expected to be met in both normal and abnormal input conditions for the model to operate properly. These assertions are translated into the source code and verified using Frama-C.

In the railway domain, the results produced by applying formal verification using Frama-C are compared with traditional unit testing [32]. The software requirements are written in ACSL annotations and inserted into the source code to check whether the implementation is correct with respect to its specification. The work concludes that the process of formal specification helps to detect inaccuracies and ambiguities in the requirements and suggests that it is necessary to discuss the ways in which formal methods may replace certain test activities in this domain.

The literature review also demonstrates the viability of employing deductive verification in a number of industrial case studies [33]–[35]. In addition to program correctness, deductive verification can be used for other purposes. The annotations inserted in the source code can be used to detect and diagnose software bugs and to describe contracts between functions [36].

One of the most widely used frameworks for the development of high-assurance software (in terms of its functional and non-functional properties) is the SPARK programming language and toolset [37]. The language itself is based on a restricted subset of the Ada programming language (adequate for the development of safety critical software), complemented by annotations that can be used in particular to write contracts describing aspects of the system’s properties. The SPARK platform provides a set of verification tools for reasoning about the correctness of the source code, which makes it possible to detect problems early in the software life cycle. The toolset contains both automatic and interactive tools that can check (statically) for the absence of run-time errors and for functional correctness (based on deductive verification).1

Formal static analysis, based on abstract interpretation, is a type of formal software verification that is capable of providing

1 An up-to-date list of industrial projects using SPARK can be found at http://www.adacore.com/sparkpro/projects.
valid faults detected at run time while requiring little assistance from the user, in addition to having good scalability at a limited accuracy cost [38], [39]. These faults may be false positive, but never false negative, which defines formal static analysis based on abstract interpretation as conservative. Its application to software verification in the aerospace field shows that the performance of static analysis tools has significantly improved [40]. The cited works [38]–[40] indicate the viability and efficiency of using formal static analysis based on abstract interpretation in a software V&V process for an aerospace application.

Note that there have been considerable advances in automated approaches to assertion checking (as an alternative to deductive verification techniques), building on one of the following techniques to attain a manageable state space to be explored:

- bounded verification techniques (a limited exploration of the state space): this is in general always helpful for bug finding and may in many cases be sound and complete because a substantial amount of critical code relies on bounded iteration only.
- existentially abstract models: models of the system that group many different concrete states into a single abstract one in a way that preserves safety (reachability) violations at the cost of introducing spurious safety-violating executions. The abstract model is typically constructed iteratively by starting with a very abstract approximation that is progressively refined based on the spurious counterexamples found (a process known as counterexample-guided abstraction refinement [41]).

Examples of tools based on these techniques include CBMC [42], the flagship bounded model checker for C programs, and abstraction tools such as SLAM [43], the CEGAR-based MS Windows device driver verifier, and TASS [44], a suite that uses symbolic execution and model checking techniques to verify safety properties.

The present paper explores the application of abstract interpretation and deductive verification, employing Frama-C's value analysis and Jessie plug-ins, to verify embedded aerospace control software. In the software verification process, the activity of applying formal verification is a difficult task, and one reason for this is the difficulty in learning and applying the tools that implement such techniques. Due to the very limited availability of detailed examples of how to use Frama-C, we elaborated a set of activities organized in simple flowcharts. In this way, we expect to facilitate the Frama-C usage and its integration in the software development process.

IV. EXPERIMENTS

We will begin this section by introducing the case study, and we will then present the experiments and obtained results for both the abstract interpretation and deductive verification activities of our approach.

A. Case Study

The selected case study is the on-board software in the Brazilian Satellite Launch Vehicle (VLS-V03) developed at the Institute of Aeronautics and Space (IAE), an organization subordinated to the Department of Science and Aerospace Technology (DCTA) of the Brazilian Air Force (FAB). VLS is a controlled vehicle with four stages capable of launching satellites weighing 100 to 350 kg to altitudes of up to 1000 km. Three prototypes have been developed: VLS-V01, VLS-V02, and VLS-V03. The first launch occurred in 1997 with a failure in the first stage igniter; the second launch occurred in 1999 with a failure in the second stage booster; and in 2003, there was an accident in the preparation of the third prototype due to a failure in a mechanical safety device in the first stage [45].

The embedded software is critical real-time software that is responsible for navigation and guidance of the vehicle, control over the actuators, management of the events sequence, transmission of telemetry data, and vehicle pre-launch activities [46]. For simplification, our case study is restricted to the flight control of the vehicle first stage, with the execution of navigation, attitude control, and event sequence algorithms.

This case study was selected because of its high criticality and complexity. Its characteristics allow Frama-C's value analysis and Jessie plug-ins to be used. Frama-C's value analysis plug-in is applicable to embedded codes due to their characteristics such as the absence of recursion and dynamic memory allocation and no calls to external libraries (except the RTOS) [15]. Frama-C's Jessie plug-in is appropriate for applications written in the C programming language because this language has safety vulnerabilities, such as buffer overflow. Moreover, this plug-in is appropriate for algorithms with many numerical calculations that should be checked carefully because they are more prone to errors because they utilize floating-point arithmetic. The analyzed source code consisted of sixteen functions from the case study. In addition to these function, another thirteen functions were added to the context definition such that the verification by abstract interpretation could be performed.

B. Abstract Interpretation

The final results of this verification are presented according to each scenario. We generated nine graphs for Scenario 1 and twenty-three graphs for Scenario 2. However, because classified data were used, only graphs related to the position and inertial linear velocity of the vehicle in orbit are presented.

1) Results From Scenario 1: We compared the Frama-C output to the hybrid simulation output obtained by the control system team. The hybrid simulation is a hardware-in-loop simulation that simulates the complete system, that is, the on-board computer with the control laws, the vehicle dynamics, the actuator dynamics, and the sensor dynamics, to assess the performance of a satellite launcher control system [47].

Table II shows the intervals computed by Frama-C's value analysis plug-in, as well as the minimum and maximum values of two navigation algorithm variables extracted from the hybrid simulation profile.

The graphs for Scenario 1 show the variation domain for the output variables of the navigation and attitude control algorithms. To determine whether the computed variables were valid, we plotted the data from the hybrid simulation in the same graph. Figs. 5 and 6 show the maximum and minimum values of the intervals, at each time instant for the vehicle position data on the X axis and the inertial linear velocity data on the Z axis,
as computed by Frama-C’s value analysis plug-in. We compared these data to the profile of the same variables from the hybrid simulation. The use of non-determinism in the analysis implied that the range between the curves of minimum and maximum data produced by Frama-C increased over time. A discussion about this result is presented in Section V-A1.

2) Results From Scenario 2: Frama-C’s value analysis plug-in produced variable profiles that were very similar to the hybrid simulation, and in most cases, the curves were so similar that they are visually coincident. Figs. 7 and 8 show the position data on the X axis, and Figs. 9 and 10 show the inertial linear velocity data on the Z axis at each instant of time, as computed by Frama-C’s value analysis plug-in. We compared these data to the results of the same variables from the hybrid simulation. The behavior of Frama-C as an interpreter produced results that were coincident with those produced by the simulation. A discussion of these results is presented in Section V-A2.

3) Final Results: The anomalies detected by the verification are related to two software products—documentation and implementation—and can be observed in Table III.
4) Performance and Size: We optimized the analysis execution through the -no-result option applied in some functions to avoid logging unnecessary variables such that the size of the generated output file would not become too large. Table IV shows the output file size and processing time obtained using the Unix time command.

C. Deductive Verification

1) Proof Obligations: The final result from the verification is presented in Table V, which shows the number of proven and unproven proof obligations. The unproven VCs presented are related to the following:
- bitwise operations that are not supported by the plug-in;
- floating-point arithmetic that are not mostly proven by ATPs;
- postcondition and precondition for call.

In program correctness, some types of VCs cannot be shown to be valid for ATPs, which is a consequence of using first-order logic. In this case, the solution is to use interactive provers with manually written proofs.

2) Annotations: The number of annotations included in the source code of the case study is categorized in accordance with Table VI. The number of annotations provided an estimation of the computational effort required to perform the verification.

As an example, not meant to instruct the reader on the use of Frama-C or Jessie, Fig. 11 shows the function1 source code with annotations. This function is responsible for reading the
To insert the annotations in the code, we first ran the Metrics plug-in. This plug-in did not indicate any occurrences of function calls; thus, in this case, inserting contracts in called functions was not required. In addition, the plug-in indicated the existence of one loop that had to be addressed with annotations. Memory safety was the first check to be performed. It was executed without annotations, with the relevant pragmas as discussed in Section II.B2, and it generated one pointer dereference VC that was proven by inserting an invariant loop annotation (line 9 in Fig. 11). We addressed the loop inserting annotations to identify variables modified in the loop (line 12 in Fig. 11) and to identify properties already ensured by the loop (lines 10–11 in Fig. 11). The second check, integer safety, computed arithmetic overflow VCs that were successfully proven. The third check, termination, generated a loop termination VC that was proven by inserting a loop variant decrease annotation (line 13 in Fig. 11). The fourth check, floating-point safety, did not produce any VCs. Finally, after these checks, the Inout plug-in was executed, and its result showed the assigned variables. We used this result and the information obtained from the software documentation to insert the final annotations (lines 1–3 in Fig. 11) and to execute the functional verification. Fig. 12 shows the graphic interface of the Why Platform. The screenshot shows the installed ATPs (on the left top side), the VCs (on the center), the source code translated into the intermediate language (on the
right top side), and the goals and hypotheses (on the right bottom side). The status column indicates that all the goals were proven through the tick icons.

We provide another example to illustrate the occurrence of unproven VCs. Fig. 13 shows the function11 source code with annotations. This function acts on the analog I/O of the Programmed Input/Output (PIO) boards. First, it was necessary to change the static variable Pio_Data to a global variable [49]. Next, we ran the Metrics plug-in, which did not indicate the existence of any loops or pointer dereferences. However, the plug-in identified the existence of an undefined function that corresponds to an RTOS function that writes a byte to an I/O address [50]. In this case, it was necessary to provide the function definition and its contract, as shown in Fig. 14. The memory safety check was executed with the relevant pragmas following Section II.B2 and the sysOutByte function contract, and it generated two unproven pointer dereference VCs and four unproven precondition for call VCs. After analyzing the VCs, we identified that the former are related to the array index passed as a parameter to the function that should be in a valid range. To prove these VCs, we inserted annotations (line 9 in Fig. 13). The latter are related to the sysOutByte() function that is called with a char in the second parameter, whereas an unsigned char was expected. This is probably an anomaly in the source code implementation and was reported to the development team. Next, an integer safety check was performed and generated seven unproven arithmetic overflow VCs. We inserted annotations (lines 10–12 in Fig. 13) to guarantee valid value ranges to the bitwise operations. However, we verified

<table>
<thead>
<tr>
<th>Software product</th>
<th>Anomaly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification Data Dictionary</td>
<td>Wrong variation domain of angular velocity in roll axis variable</td>
</tr>
<tr>
<td>Software Design Document</td>
<td>Misdescription of a sensor angular velocity component in the navigation module specification</td>
</tr>
<tr>
<td>Design Data Dictionary</td>
<td>Misdescription of a sensor variable in the definition type</td>
</tr>
<tr>
<td>Source code (ten functions)</td>
<td>Thirty unnecessary/duplicate inclusions of RTOS, mathematics, and application libraries</td>
</tr>
<tr>
<td>Sensor data acquisition function</td>
<td>Global variable passed by value detected, also by a manual code inspection [48]</td>
</tr>
<tr>
<td>Attitude control function</td>
<td>Dead code detected</td>
</tr>
<tr>
<td>Navigation function</td>
<td>Incorrect comment related to the sensor angular velocity component</td>
</tr>
</tbody>
</table>

| TABLE IV
PROCESSING TIME AND OUTPUT FILE SIZE |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
</tr>
<tr>
<td>Performance</td>
</tr>
<tr>
<td>Output file size</td>
</tr>
</tbody>
</table>

| TABLE V
PROOF OBLIGATIONS |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Code</td>
</tr>
<tr>
<td>function0</td>
</tr>
<tr>
<td>function1</td>
</tr>
<tr>
<td>function2</td>
</tr>
<tr>
<td>function3</td>
</tr>
<tr>
<td>function4</td>
</tr>
<tr>
<td>function5</td>
</tr>
<tr>
<td>function6</td>
</tr>
<tr>
<td>function7</td>
</tr>
<tr>
<td>function8</td>
</tr>
<tr>
<td>function8a</td>
</tr>
<tr>
<td>function8b</td>
</tr>
<tr>
<td>function8c</td>
</tr>
<tr>
<td>function8d</td>
</tr>
<tr>
<td>function8e</td>
</tr>
<tr>
<td>function8f</td>
</tr>
<tr>
<td>function9</td>
</tr>
<tr>
<td>function10</td>
</tr>
<tr>
<td>function11</td>
</tr>
</tbody>
</table>

| TABLE VI
ANNOTATIONS TO THE APPLICATION |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of annotation</td>
</tr>
<tr>
<td>assert</td>
</tr>
<tr>
<td>assigns</td>
</tr>
<tr>
<td>axiomatic</td>
</tr>
<tr>
<td>ensures</td>
</tr>
<tr>
<td>ghost variable</td>
</tr>
<tr>
<td>lemma</td>
</tr>
<tr>
<td>loop assigns</td>
</tr>
<tr>
<td>loop invariant</td>
</tr>
<tr>
<td>loop variant</td>
</tr>
<tr>
<td>requires</td>
</tr>
<tr>
<td>&amp;&amp; operator</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>⇒ operator</td>
</tr>
</tbody>
</table>
that the ATPs did not prove the VCs. Researching this issue, we determined that this is probably related to a problem that has been reported regarding the bitwise operation \[51\]. The termination and floating-point safety checks did not generate any VCs. Finally, in the functional checks, the Inout plug-in showed the assigned variables. We wrote the final annotations based on this result and the software documentation (lines 13–14 in Fig. 13). Fig. 15 shows this example in the graphic interface of the Why platform.

3) Final Results: The anomalies detected by the verification are related to two software products—documentation and implementation—and can be observed in Table VII.

V. DISCUSSION

A. Abstract Interpretation

1) Scenario 1: The execution of the verification did not emit any alarms. Based on the analysis of the results, we did not iden-
The analysis provided valid domains for all variables, i.e., Frama-C computed variation domains that satisfy the (minimum and) maximum value allowed by the variable type. Table II and the graphs presented in Figs. 5 and 6 show some selected variables and their analysis results. Fig. 16 shows the bar graph of the coordinated position in navigation trihedral on the Y axis. We selected this type of graph to more clearly illustrate that the intervals of the variable computed by Frama-C contain the simulation values, i.e., there is no value of the $Py$ variable from the simulation that is below the minimum limit or above the maximum limit of Frama-C.

Because simulation data are used as a reference to prove the algorithms correctness of the on-board software, we use these data as benchmarks for the Frama-C output. If the Frama-C bounds do not contain the simulation results, then the correctness of the source code of the case study could not be ensured. In this case, the source code and Frama-C outputs would have to be analyzed and possibly more experiments performed.

In summary, the analyzed results from Frama-C’s value analysis plug-in indicate that the algorithms are correctly implemented without problems such as division by zero, invalid pointer access, buffer overflows, and other run-time errors.

2) Scenario 2: Analysis of the results verified that the execution of the analysis occurred as expected, compared with a simulation of a real application execution.

As a result of the Scenario 2 analysis, three aspects are discussed: the comparison of data from the hybrid simulation that is below the minimum limit or above the maximum limit of Frama-C.

## TABLE VII

<table>
<thead>
<tr>
<th>SOFTWARE PRODUCT</th>
<th>ANOMALIES DETECTED FROM DEDUCTIVE VERIFICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOFTWARE DESIGN DOCUMENT</td>
<td>One missing output variable in function11 structure chart</td>
</tr>
<tr>
<td>DESIGN DATA DOCUMENT</td>
<td>Two incorrect parameters in function8 structure chart</td>
</tr>
<tr>
<td>DETERMINATION OF FUNCTION TO ACTING ON THE ANALOG I/O OF THE PIO BOARDS</td>
<td>One incorrect variable type definition in function11</td>
</tr>
<tr>
<td>REFERENCE EVENT TREATMENT FUNCTION</td>
<td>Name and type inconsistency of two parameters in the dictionary and source code</td>
</tr>
<tr>
<td>FUNCTION TO LIMIT THE DEFLECTION ON MOBILE NOZZLES</td>
<td>Type definition inconsistency of three variables in the dictionary and source code</td>
</tr>
<tr>
<td>NAVIGATION FUNCTION</td>
<td>One missing typecast in the parameter passed to I/O function, also detected by a manual code inspection [48]</td>
</tr>
<tr>
<td>NAVIGATION FUNCTION</td>
<td>One argument passed as parameter exceeds the parameter type size in the prototype of the function</td>
</tr>
<tr>
<td>NAVIGATION FUNCTION</td>
<td>Redundancy of code in if statement</td>
</tr>
<tr>
<td>NAVIGATION FUNCTION</td>
<td>Inconsistency in one variable initialization and its type</td>
</tr>
<tr>
<td>NAVIGATION FUNCTION</td>
<td>Incorrect comments related to input and output variables names</td>
</tr>
<tr>
<td>NAVIGATION FUNCTION</td>
<td>Dead code detected</td>
</tr>
</tbody>
</table>

Fig. 13. ACSL annotations written to function11.

Fig. 14. ACSL annotations written to the sysOutByte() function.
versus data produced by Frama-C, the data accuracy, and discrepant curves.

We used the hybrid simulation curves to determine whether the curves obtained by Frama-Cs value analysis plug-in were correct. The hybrid simulation curves are generated from the data that the on-board software sends to the telemetry system.

The on-board software generates data at a 64 Hz sampling rate. However, part of these data are sent to the telemetry system at 32 Hz due to the system requirements. In addition, the sent data are also truncated and less precise because of the formatting process applied to the data due to the characteristics of the data bus used. Thus, to be able to more accurately compare Frama-C and the hybrid simulation curves, we included the function that formats the data to be sent to the telemetry system into the source code under Frama-C analysis. Additionally, sampling data reduction at a frequency of 32 Hz was required. Figs. 7, 8, 9, and 10 in Section IV-B2 show that Frama-C and the hybrid simulation curves are similar, as expected.

Because Frama-C does not have transmission frequency or data formatting restrictions, it was possible to conduct the analysis with Frama-C independently of these restrictions. Fig. 17 shows the linear velocity at a 64 Hz sampling rate compared with equivalent data from the simulation at a 32 Hz sampling rate. Consequently, Frama-C generates data that contain more information, accuracy, and similarity with the real flight data, which assists in analyzing algorithms in development and/or in the interpreting the post-flight data.

Exclusively in the graphs of the acting of two motors of the vehicle (not shown here because it is classified data), there was a significant difference between the curves of the hybrid simulation and Frama-C. To determine the cause of this discrepancy, the analysis context was checked. After extensive inspection, we did not detect any inconsistencies. Therefore, we performed a new experiment using Scenario 2 in which the application source code was compiled with the gcc compiler and executed with the same input data used in Scenario 2. The generated graph showed that the curve of the compiled code is equal to the one produced by the tool, which means that there may have been some loss of information when sending data in the hybrid simulation. Additionally, rounding errors cause differences that should be considered because the hybrid simulation and Frama-C analysis were performed on different hardware and with input data that probably also contained small differences.

3) Source Code: The results of the analysis detected thirty unnecessary and/or duplicate library inclusions. Considering that space critical software systems are embedded applications, a good programming practice is to keep the source code as lean as possible. Consequently, keeping the code with unnecessary \textit{includes}, despite not improving the safety assurance, may create difficulties in understanding it, as well as in the documentation and maintenance of the code. The code analysis identified an error related to a global variable that is passed unnecessarily as a parameter to the function. In this case, it is necessary to analyze the variable use and decide between the following options: deleting this function parameter or keeping the variable as a function parameter and define it locally. During the analysis, we identified lines of code without any effect on the results of the application. In this case, removal of the dead code is recommended. Moreover, we identified an incorrect comment that must be revised.
4) **Documentation:** Indirectly, the code analysis identified discrepancies in the software documentation. In this case, the recommendation is to review the documentation.

5) **Performance:** Frama-C’s value analysis plug-in as a context-sensitive analyzer proved to be suitable for the case study analysis because it was possible to obtain sufficiently accurate results in a short amount of time. Few code annotations were required to support Frama-C’s value analysis plug-in to obtain this accuracy; most of these annotations are assertions that were easily discarded.

6) **Limitations:** In Scenario 1, we encountered difficulties in the analysis of function8f and function8c. The particular combination of value ranges of some variables and certain calculations performed by the underlying algorithms make it extremely difficult to write appropriate annotations that would not be too convoluted to deal with the algorithm logic implemented by this part of the source code. This difficulty does not derive from a tool limitation or an algorithmic error but rather from the inherent difficulty of annotating very complicated code, and it will inevitably occur to some degree in the verification of realistic software.

**B. Deductive Verification**

1) **Source Code:** The establishment of a contract via annotations to a RTOS function, invoked by function11, detected the passage of arguments incompatible with the function declaration. Previously, a manual source code inspection also found this error [48]. In this case, correction of the argument type passed to the RTOS function is recommended.

The precondition insertion for a variable detected that function10 passes a parameter in the function11 call, which caused an overflow in this variable. In this case, the developer should be consulted to determine whether there is a reason for this value to be passed.

In function2, the initiation of a floating-point variable requires an implicit typecast. Although there is no implicated consequence for safety assurance, depending on the compiler, an implicit typecast can generate extra code. In this case, it is recommended to initialize variables according to its type to avoid an implicit typecast. Additionally, in the same function, the writing of the precondition identified one redundant if conditional statement. Removal of the conditional statement is recommended.

During the analysis, we identified an incorrect comment in function8e. In this case, revising the code comment is recommended.

2) **Documentation:** The Design Data Dictionary and Software Design Document should be corrected.

3) **Performance:** In the use of Frama-C’s Jessie plug-in, the main activity is the insertion of ACSL annotations in the source code. Despite the amount of annotations for each function being quite significant during implementation of the approach, the use of contracts permits the verification of source code individually in a scalable way.

4) **Limitations:** Particularly, the case study contains a large number of floating-point computations. Most unproven VCIs, approximately 80%, are related to floating-point overflows. One justification is that the floating-point provers are not designed to handle this type of checking automatically. In this case, one solution would be to use a proof assistant, where it is necessary to write the proof manually in an interactive manner. Despite the success in floating-point proofs using a proof assistant [52], in our application context, its usage is not viable at present because it would require significant changes in our work. Nevertheless, we intend to use interactive theorem provers in our future works. In addition, the large number of global variables makes writing the precondition and postcondition more difficult. Regardless, the proposed approach can automatically benefit from any advances and developments made in automatic proof involving floating-point arithmetic.

5) **Annotations:** Defining annotations to the source code is a difficult task because they must ensure the representation of requirements. Knowledge related to the application domain, the implementation, and annotation language is needed. The Jessie plug-in produces a semantic model of a program through the use of annotations that can be used both in the software documentation and in test case generation. While the insertion of adequate annotations is a valuable source for software document-
tion, we have found that in the present state of development of the tools, in particular of the Jessie plug-in, some annotations have to be inserted that have to do only with technicalities of the plug-in and do not contribute in any useful way to improve the documentation. In addition, the meaning of such annotations is sometimes close to trivial, leaving the user with the feeling that their insertion should not be necessary.

C. Metrics

The metrics derived from the analysis results, which represent the anomalies found in the software, were grouped into two categories: documentation and implementation. Fig. 18 shows the results in this categorization. The bar graph depicts the two impact areas of verification and the number of anomalies detected [53]. We did not detect any errors in the source code with an impact on software safety. This is an expected result considering that the case study is a product of legacy software.

VI. CONCLUSION

Software quality assurance is essential in the spatial critical systems domain. The challenge is how to successfully achieve this guarantee through software quality attributes such as program correctness because this type of software is generally more complex due to real-time and interface constraints. The typical approach for checking program correctness is to employ the traditional validation activities of testing and simulation. These activities are often not appropriate for finding subtle bugs in the software and cannot generally verify all possible execution scenarios.

We presented an approach, based on abstract interpretation and deductive verification, for formal software verification as an activity to be inserted in a software verification process to complement the validation activities. The use of formal software verification can detect, for example, safety vulnerabilities, which are extremely difficult to test. The executed analysis of the case study detected, in the software documentation and source code, some errors related to comments and descriptions of variable input data and components, which could remain unnoticed through other types of inspection. Although these errors do not have a direct impact on the current result of the application, they can lead to serious future failures. For instance, in a maintenance process, developers could implement some incorrect modifications in the source code following the incorrect documentation.

In summary, the approach may directly contribute to a V&V process and confirms its viability and efficiency when applied to aerospace control software. The execution of a V&V process in critical embedded software systems is mandatory. Any V&V process that is not rigorous, systematic, and methodical may result in incorrect software that can lead to hazardous and/or catastrophic events. Because the proposed approach consists of a set of activities organized in a systematic manner, it can be applied as a tool to help avoid these events, thereby increasing the software reliability. Additionally, the approach requires a deep software understanding both for its execution and for evaluating results, which may help in performing maintenance activities and the software engineering process of new or outsourced software systems of the same type.

Future works include further exploring the use of interactive theorem provers and behavioral specification to assist the testing activity. Furthermore, formal software verification by abstract interpretation could be exploited as a tool for software simulation. Additionally, future work may investigate the use of au-
tomated alternative techniques for formal software verification, such as software model checking.
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